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## Introduction

Nowadays, the theory of stochastic processes is widely used in various fields of science and not only. Using stochastic processes, we can describe a large number of production processes, as well as processes occurring in economics, finance, insurance, radiophysics, etc. Since the covariance function is one of the most important characteristics of stochastic processes, the tasks of evaluating this function and constructing the criteria for its identification are an actual direction in the theory of stochastic processes and are widely used in solving statistical problems of stochastic processes. Another actual direction in the theory of stochastic processes is computer simulation of stochastic processes and fields, which is an effective means of reproduction and prediction of various phenomena and processes of the environment. Due to the powerful possibilities of computer techniques the problems of numerical simulations become especially important and allow to predict the behavior of a random process. The given monograph is dedicated to these tasks, namely, the tasks of simulation of stochastic processes and fields and the problem of identifying the covariance function of stochastic processes and fields.

In the first chapter we consider the space of sub-Gaussian random variables $\operatorname{Sub}(\Omega)$, the Orlicz spaces of random variables $L_{U}(\Omega)$ and the space of quadratically Gaussian random variables $S G_{\Xi}(\Omega)$. The concept of subGaussian random value was introduced in 1960 by Kahan. Later, in 1985, Kozachenko and Ostrovsky introduced and investigated certain properties of $\varphi$-sub-Gaussian random variables. The partial case of $\varphi$-sub-Gaussian random variables are quadratically Gaussian random variables. Quadratically Gaussian stochastic processes appeared in the literature in the middle of the twentieth century and were intensively investigated by many scholars, in particular by Kozachenko and his students. Since estimates for quadratically Gaussian stochastic processes are used in the evaluation of the spectral and covariance functions of stochastic processes and fields and the construction of criteria for the identification of these characteristics, it is precisely to this class of random variables and stochastic processes we devotes considerable attention. In the first section we consider the problem of evaluation of the exponential moments of quadratic forms from random variables from the space $S G_{\Xi}(\Omega)$ and limits in square mean of such quadratic forms. The upper and lower estimates for distributions of quadratic forms of quadratically Gaussian random variables and limits in square mean of such quadratic forms are found. The necessary definitions and assertions about the random variables from the Orlicz spaces are given for further work.

The second chapter is devoted to the construction of models of Gaussi-
an non-stationary stochastic processes with given accuracy and reliability. A well-known, suggested by Mikhailov, method for constructing models of Gaussian stationary processes, namely, the method of partition and randomization of the spectrum, was modified here. Using the modified method of partition and randomization of the spectrum we constructed the models of Gaussian non-stationary stochastic processes. In addition, were investigated the conditions for selecting a partition of a set are so that the constructed model approximates a Gaussian non-stationary stochastic process with given reliability and accuracy in the spaces $C(\mathbb{T})$ and $L_{p}(\mathbb{T})$.

The third chapter is devoted to the construction of models of Gaussian non-stationary stochastic fields with given accuracy and reliability. At the beginning of the section, we constructed a model of stochastic field and obtained the estimates of k -th moments of sub-Gaussian random variables. With the help of these estimates, we investigated the accuracy and reliability of the constructed models and established a sufficient condition that the model of a stochastic Gaussian non-stationary field approximates it with given reliability and accuracy in the space $L_{p}(\mathbb{T}), p \geqslant 1$. In addition, in Section 3.4, new estimates for Bessel functions of the first kind are found. Also, the differences between the Bessel functions with different arguments are considered. Estimates for differences between two and four functions are obtained.

In the fourth chapter, a separable, real, stationary Gaussian stochastic process $\xi(t)$ is considered. Using previously obtained inequalities, estimates for the deviation of normalized correlogram from the covariance function in the metric of the space $L_{2}(0, B), 0<B<\infty$ are found for a stochastic process $\xi(t)$. Here we considered the case when the process $\xi(t)$ is a centered stochastic process and the case when the mean of the process is different from 0 . The covariance function is evaluated using correlograms.

In the fifth chapter we proved the theorem on the deviation of the covariance function from its estimate, that is, the correlogram. The criteria for testing the hypotheses about the covariance function of the Gaussian stationary stochastic process and the Gaussian non-stationary stochastic process are formulated. A theorem on the deviation of a covariance function from its estimate is proved in the case when the value of the process is known only for a finite set of points. On the basis of this theorem, a criterion for testing the hypothesis about the covariance function of a Gaussian stationary stochastic process is formulated. We proposed a criterion for comparing two hypotheses about the covariance function and a criterion for testing the hypothesis about the covariance function of a Gaussian stochastic process in the case when the mean of this process is different from zero. All these results are based on the estimates of the norms of quadratically Gaussian stochastic processes in the space $L_{p}(T), p \geqslant 1$, that were obtained in Section 1.6.

In the sixth chapter we find the estimates for the distribution of the
supremum of quadratically Gaussian stochastic processes defined on $\mathbb{R}^{+}$. The obtained results are used, in particular, to stationary in the wide means quadratically Gaussian stochastic processes. For a real stationary Gaussian stochastic process, with the help of the obtained inequalities, we find estimates for the deviation of the correlogram from the covariance function in the uniform metric on $(0, \infty)$. We constructed a criterion for testing hypothesis about the covariance function of the process on the interval $(a, b)$ by observing the trajectory of the process on a segment of arbitrary length.

In the seventh chapter homogeneous and isotropic mean-square continuous Gaussian random field $\xi(x)$ defined in $\mathbb{R}^{n}$ with $E \xi(x)=0$ is considered. For this random field, we obtained estimates for the distribution of spherical mean deviations from the covariance function in $L_{2}$-metric and metric of the space $L_{p}(\Omega), p \geqslant 1$. In Section 7.3 we considered the case when the values of the field on a sphere are known. Using the obtained inequalities, we constructed the criteria for testing the hypotheses about the covariance function of a stochastic field. The evaluation is carried out by observing the stochastic field on the ball, and the spherical mean is used as the estimate of the covariance function.

## Chapter 1

## Orlicz, $S G_{\Xi}(\Omega)$ and $S u b(\Omega)$ spaces of random variables.

### 1.1. Orlicz spaces of random variables.

Definition 1.1. [88] A continuous even convex function $U=\{U(x), x \in$ $\mathbb{R}\}$ is called Orlicz $C$-function, if it is monotone increasing, $U(0)=0, U(x)>$ $0, x \neq 0$.
Example 1.1. The next functions are Orlicz $C$-functions:

1) $U(x)=a|x|^{\alpha}, x \in \mathbb{R} a>0, \alpha \geqslant 1$;
2) $U(x)=c\left(\exp \left\{a|x|^{\alpha}\right\}-1\right), x \in \mathbb{R}, c>0, a>0, \alpha \geqslant 1$;
3) $U(x)=c(\exp \{\varphi(x)\}-1), x \in \mathbb{R}, c>0, \varphi=\{\varphi(x), x \in \mathbb{R}\}$-arbitrary Orlicz $C$-function.

The main properties of Orlicz $C$-function reviewed in the book [88].
Let $\{\Omega, \mathcal{B}, P\}$ is the probability space. Denote:

- $L_{0}(\Omega)$ - space of all random variables defined on the probability space $\{\Omega, \mathcal{B}, P\} ;$
- $L_{p}(\Omega)$-space of random variables with finite $p$-th absolute moment ( $p \geqslant 1$ );
- $L_{p}^{(0)}(\Omega)$-space of zero-mean random variables with finite $p$-th absolute moment $(p \geqslant 1)$.

The space $L_{p}(\Omega)$ is Banach with respect to the norm

$$
\|\xi\|_{p}=\left[E|\xi|^{p}\right]^{1 / p}, \xi \in L_{p}(\Omega) .
$$

Example 1.2. Let $U(x)=|x|^{p}, x \in \mathbb{R}, p \geqslant 1$. In this case $L_{U}(\Omega)$ is a $L_{p}(\Omega)$ space and Luxemburg norm $\|\xi\|_{U}$ and norm $\|\xi\|_{p}$ are equivalent.
Convergence in the space $L_{2}(\Omega)$ by the norm $\|\bullet\|_{2}$ called the convergence in the mean square and if $\xi_{n} \longrightarrow \xi$ in the space $L_{2}(\Omega)$, then we can write down $\xi=$ l.i. $\mathrm{m}_{\cdot n \longrightarrow \infty} \xi_{n}$.
Definition 1.2. [19] Let $U$-arbitrary Orlicz $C$-function. The Orlicz space, generated by the function $U(x)$, is defined as the family of random variables
$\xi \in L_{U}(\Omega)$ where for each function $\xi$ there exists a constant $r_{\xi}>0$ such that

$$
E U\left(\frac{\xi}{r_{\xi}}\right)<\infty .
$$

Theorem 1.1. [19] The Orlicz space $L_{U}(\Omega)$ endowed with the Luxemburg norm

$$
\begin{equation*}
\|\xi\|_{U}=\inf \left\{r>0: E U\left(\frac{\xi}{r}\right) \leqslant 1\right\} \tag{1.1}
\end{equation*}
$$

is a Banach space and

$$
\begin{equation*}
L_{U}(\Omega) \subseteq L_{1}(\Omega) \tag{1.2}
\end{equation*}
$$

The functional $\|\bullet\|_{U}$ can take value $\infty$ on the space $L_{0}(\Omega)$ and $\|\xi\|_{U}<\infty$ if and only if $\xi \in L_{U}(\Omega)$, namely

$$
L_{U}(\Omega)=\left\{\xi \in L_{0}(\Omega):\|\xi\|_{U}<\infty\right\}
$$

By $L_{U}(\Omega)$ we denote the Orlicz space generated by Orlicz $C$-function $U(x)$.

Since (1.2) is true, than the space of zero-mean random variables can be written as

$$
L_{U}^{(0)}(\Omega)=\left\{\xi \in L_{U}(\Omega): E \xi=0\right\}
$$

Lemma 1.1. [19] The space $L_{U}^{(0)}(\Omega)$ is Banach subspace in the $L_{U}(\Omega)$ space with respect to the norm $\|\bullet\|_{U}$.

### 1.2. Orlicz space of exponential type.

Let's consider the spaces of Orlicz, for which there are corresponding ones exponential moments.
Definition 1.3. [19] Suppose that $\varphi=\{\varphi(x), x \in \mathbb{R}\}$ is an arbitrary $C$ function. The Orlicz space generated by the $C$-function

$$
U(x)=\exp \{\varphi(x)\}-1, x \in \mathbb{R}
$$

is called an Orlicz space of exponential type.
We denote this space by $\operatorname{Exp}_{\varphi}(\Omega)$ and the norm of the space $\operatorname{Exp}_{\varphi}(\Omega)$ by $\|\bullet\|_{E_{\varphi}}$.

Random variables belonging to space of exponential type have power moments any order, yielding the inclusion

$$
\operatorname{Exp}_{\varphi}(\Omega) \subset L_{p}(\Omega)
$$

for any $p \geqslant 1$. By Theorem 3.2 in the book [19], this is a topological embedding: that is, there exists a constant $c>0$ such that

$$
\|\xi\|_{p} \leqslant c\|\xi\|_{E_{\varphi}}
$$

for any $\xi \in \operatorname{Exp}_{\varphi}(\Omega)$. In general, the calculation of $c$ is cumbersome, but in the case of $N$-functions this constant can be represented in a form convenient for applications.
Remark 1.1. In what follows, we will write $\operatorname{Exp}_{(\alpha)}(\Omega)$ instead of $\operatorname{Exp}_{\varphi}(\Omega)$ when $\varphi=\left\{|x|^{\alpha}, x \in \mathbb{R}\right\}, \alpha \geqslant 1$, and the corresponding norm $\|\bullet\|_{E_{\varphi}}$ will be denoted $\|\bullet\|_{E(\alpha)}$.

Denote

$$
\operatorname{Exp}_{\varphi}^{(0)}(\Omega)=\left\{\xi \in \operatorname{Exp}_{\varphi}(\Omega): E \xi=0\right\} .
$$

From Lema 1.1 we obtainte that the space $\operatorname{Exp}_{\varphi}^{(0)}(\Omega)$ is Banach subspace in the $\operatorname{Exp}_{\varphi}(\Omega)$ space with respect to the norm $\|\bullet\|_{U}$. If we consider only centered random variables, then we can easily determine norms that will be equivalent to the Luxemburg norms.

Let $\gamma$ is a Gaussian random variable with $\left(0, \sigma^{2}\right)$ parameters. This random variable belong to $L_{U}(\Omega)$ Orlicz space, where $U(x)=\exp \left\{x^{2}\right\}-1$ and the norm of this random variable is equal to $C\|\bullet\|_{L_{2}}$.

### 1.3. Sub-Gaussian random variable

Definition 1.4. [19] A random variable $\chi$ is sub-Gaussian if there exists $a \geqslant 0$, such that the inequality

$$
E \exp \{\lambda \chi\} \leqslant \exp \left\{\frac{a^{2} \lambda^{2}}{2}\right\}
$$

holds for all $\lambda \in \mathbb{R}$.
The space of all sub-Gaussian random variables defined on a common probability space $\{\Omega, \mathbf{B}, \mathcal{P}\}$ we denote $\operatorname{Sub}(\Omega)$. The space $S u b(\Omega)$ is a Banach space with respect to the norm $\tau(\chi)=\sup _{\lambda \neq 0}\left[\frac{2 \ln \mathrm{E} \exp \{\lambda \chi\}}{\lambda^{2}}\right]^{\frac{1}{2}}$.
Lemma 1.2. [19] Assume that $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$ are independent sub-Gaussian random variables. Then

$$
\tau^{2}\left(\sum_{k=1}^{n} \xi_{k}\right) \leqslant \sum_{k=1}^{n} \tau^{2}\left(\xi_{k}\right)
$$

Lemma 1.3. [19] Let $\xi$ be a zero-mean random variable such that $E \xi^{2 k+1}=$
$0 i \theta(\xi)=\sup _{k \geqslant 1}\left[\frac{2^{k} k!}{(2 k)!} E \xi^{2 k}\right]^{\frac{1}{2 k}}<\infty$. Then $\xi \in \operatorname{Sub}(\Omega)$ and $\tau(\xi) \leqslant \theta(\xi)$.
Definition 1.5. [19] Let $T$ be a parametric set. A stochastic process $\xi=$ $\{\xi(t), t \in T\}$ is called sub-Gaussian if for all $t \in T, \xi(t) \in \operatorname{Sub}(\Omega)$ and $\sup _{t \in T} \tau(\xi(t))<\infty$.

### 1.4. Space of square Gaussian random variables $S G_{\Xi}(\Omega)$

Let

- $\bar{\xi}=\left(\xi_{1}, \ldots, \xi_{N}\right)^{T}$ be $N$-dimensional Gaussian column vector $(N \geqslant 1)$, $E \xi_{k}=0, k=0, \ldots, N$;
- $B=\operatorname{cov} \bar{\xi}=\mathrm{E} \overline{\xi \xi}^{\mathrm{T}}$ be the covariance matrix of the vector $\bar{\xi}$;
- $A=\left(a_{j k}\right)_{j, k=1}^{N}$ be a symmetric matrix with real-valued entries ( $A^{T}=A$ ).

Lemma 1.4. [59] For $|s|<1$ and $D\left(\bar{\xi}^{T} A \bar{\xi}\right)=E\left(\bar{\xi}^{T} A \bar{\xi}-E \bar{\xi}^{T} A \bar{\xi}\right)^{2}>0$ the next inequality holds

$$
E \exp \left\{\frac{s}{\sqrt{2}}\left(\frac{\bar{\xi}^{T} A \bar{\xi}-E \bar{\xi}^{T} A \bar{\xi}}{\left(D\left(\bar{\xi}^{T} A \bar{\xi}\right)\right)^{1 / 2}}\right)\right\} \leqslant(1-|s|)^{-1 / 2} \exp \left\{-\frac{|s|}{2}\right\} .
$$

Remark 1.2. The conclusion of lemma also holds for an asymmetric matrix $A$. In this case one can use the immediate equality

$$
\bar{\xi}^{T} A \bar{\xi}=\bar{\xi}^{T}\left(\frac{A+A^{T}}{2}\right) \bar{\xi},
$$

and observe that the matrix $\frac{1}{2}\left(A+A^{T}\right)$ is symmetric.
Remark 1.3. Assume that $\bar{\xi}=\left(\xi_{1}, \ldots, \xi_{N_{1}}\right)^{T}, N_{1} \geqslant 1$ and $\bar{\eta}=\left(\eta_{1}, \ldots, \eta_{N_{2}}\right)^{T}$, $N_{2} \geqslant 1$ are zero-mean jointly Gaussian vectors and let $A=\left(a_{j k}\right)$ be an $N_{1} \times N_{2}$ matrix with real valued entries. Consider the quadratic form

$$
\bar{\xi}^{T} A \bar{\eta}=\Sigma_{j=1}^{N_{1}} \Sigma_{k=1}^{N_{2}} a_{j k} \xi_{j} \eta_{k}
$$

Introducing a random $N_{1}+N_{2}$-vector $(\bar{\xi} ; \bar{\eta})=\left(\xi_{1}, \ldots, \xi_{N_{1}}, \eta_{1}, \ldots, \eta_{N_{2}}\right)^{T}$
and a block $\left(N_{1}+N_{2}\right) \times\left(N_{1}+N_{2}\right)$-matrix

$$
\widetilde{A}=\left(\begin{array}{cc}
0 & \frac{A}{2} \\
\frac{A}{2} & 0
\end{array}\right)
$$

we have the equality

$$
\bar{\xi}^{T} A \bar{\eta}=(\bar{\xi} ; \bar{\eta})^{T} \widetilde{A}(\bar{\xi} ; \bar{\eta}) .
$$

Corollary 1.1. Let $D\left(\bar{\xi}^{T} A \bar{\eta}\right)=E\left(\bar{\xi}^{T} A \bar{\eta}-E \bar{\xi}^{T} A \bar{\eta}\right)^{2}>0$. Then for $T$ $|s|<1$ the following inequality holds

$$
E \exp \left\{\frac{s}{\sqrt{2}}\left(\frac{\bar{\xi}^{T} A \bar{\eta}-E \bar{\xi}^{T} A \bar{\eta}}{\left(D\left(\bar{\xi}^{T} A \bar{\eta}\right)\right)^{1 / 2}}\right)\right\} \leqslant(1-|s|)^{-1 / 2} \exp \left\{-\frac{|s|}{2}\right\} .
$$

Remark 1.4. It is an easy exercise to check that corollary 1.1 also holds for a linear combination of the form

$$
\zeta=\Sigma_{l=1}^{n} \bar{\xi}_{l}^{T} A_{l} \bar{\eta}_{l},
$$

where $\bar{\xi}_{1}, \ldots, \bar{\xi}_{n}, \bar{\eta}_{1}, \ldots, \bar{\eta}_{n}$ are zero-mean jointly Gaussian random vectors whose dimensions can be arbitrary and where $A_{1}, \ldots, A_{n}$ are symmetric matrices which fit these dimensions. In this case, the only restriction is the condition that the random variable $\zeta$ is nonsingular. However, this fact is obvious since the random variable $\zeta$ can always be represented as $\bar{\gamma}^{T} \widetilde{A} \bar{\gamma}$, where $\bar{\gamma}$ is a compound Gaussian vector formed by the vectors $\bar{\xi}_{1}, \ldots, \bar{\xi}_{n}, \bar{\eta}_{1}, \ldots, \bar{\eta}_{n}$, and the matrix $\widetilde{A}$ is built from the matrices $A_{1}, \ldots, A_{n}$.

On a probability space $\{\Omega, \mathcal{B}, P\}$, consider a family of random variables of the form $\bar{\xi}^{T} A \bar{\xi}-E \bar{\xi}^{T} A \bar{\xi}$, where $\bar{\xi}$ is a zero-mean Gaussian vector of an arbitrary dimension $N \geqslant 1$ defined on $\{\Omega, \mathcal{B}, P\}$, and $A$ is an arbitrary $N \times N$-symmetric matrix with real-valued entries.
Definition 1.6. [81] Let $T$ be some parametric set, $\Xi=\left\{\xi_{t}, t \in T\right\}$ be the family of jointly Gaussian random variables, $E \xi_{t}=0$ (for example, $\xi_{t}$ be Gaussian random process). The space $S G_{\Xi}(\Omega)$ is called the space of square Gaussian random variables, if random variables $\zeta$ from $S G_{\Xi}(\Omega)$ can be represented in the form

$$
\begin{equation*}
\zeta=\bar{\xi}^{T} A \bar{\xi}-E \bar{\xi}^{T} A \bar{\xi}, \tag{1.3}
\end{equation*}
$$

where

- $\bar{\xi}=\left(\xi_{1}, \ldots, \xi_{N}\right)^{T}$ is Gaussian random vector for $N \geqslant 1, E \bar{\xi}=0$,
- random variables $\xi_{i}, i=1, \ldots, N$ belong to $\Xi$,
- $A$ is an arbitrary symmetric matrix, or random variables from $S G_{\Xi}(\Omega)$ are mean square limits of a sequence of random variables $\zeta_{n}=\bar{\xi}_{n}^{T} A_{n} \bar{\xi}_{n}-E \bar{\xi}_{n}^{T} A_{n} \bar{\xi}_{n}, n \geqslant 1$.

Remark 1.5. Assume that $\bar{\eta}$ and $\bar{\theta}$ are random vectors with components from $\Xi$, and $C$ is a symmetric matrix. Then $\zeta=\bar{\eta}^{T} C \bar{\theta}-E \bar{\eta}^{T} C \bar{\theta}$ belongs to the space $S G_{\Xi}(\Omega)$.
Remark 1.6. Let $\bar{\eta}_{i}, i=1,2, \ldots, n$ be the random vectors with components from $\Xi, C_{i}$ be the symmetric matrices, $u_{1}, u_{2}, \ldots, u_{n}$ be the arbitrary numbers. Then $\zeta=\sum_{i=1}^{n} u_{i}\left(\bar{\eta}_{i}^{T} C_{i} \bar{\eta}_{i}-E \bar{\eta}_{i}^{T} C_{i} \bar{\eta}_{i}\right)$ belongs to the space $S G_{\Xi}(\Omega)$.

In [19] was proved, that the space $S G_{\Xi}(\Omega)$ is a closed subspace of the space $\operatorname{Exp}_{\varphi}^{(0)}(\Omega)$ with $\varphi(x)=|x|, x \in \mathbb{R}$ and $\|\bullet\|_{E_{\varphi}}$ and $L_{2}(\Omega)$-norm are equivalent. This means that space $S G_{\Xi}(\Omega)$ is Banach space relative to the norm $\|\zeta\|=\sqrt{E \zeta^{2}}$. For the random variables from $S G_{\Xi}(\Omega)$ the following lemma holds.
Lemma 1.5. [81] Assume that $\zeta_{i}, i=1,2, \ldots, n$ are random variables from $S G_{\Xi}(\Omega)$. Then for all $|s|<1$ for all $\lambda_{i} \in R^{1}, i=1,2, \ldots, n$ inequality

$$
\begin{equation*}
E \exp \left\{\frac{s}{\sqrt{2}} \frac{\zeta}{(D \zeta)^{\frac{1}{2}}}\right\} \leq R(|s|) \tag{1.4}
\end{equation*}
$$

holds, where $\zeta=\sum_{i=1}^{n} \lambda_{i} \zeta_{i}$,

$$
\begin{equation*}
R(s)=\exp \left\{-\frac{s}{2}\right\}(1-s)^{-\frac{1}{2}} \tag{1.5}
\end{equation*}
$$

Definition 1.7. [81] A random vector $\bar{\zeta} \in \mathbb{R}^{d}$ is said to be square Gaussian, if all its components $\zeta_{i}, i=1,2, \ldots, d$, belong to the space $S G_{\Xi}(\Omega)$.
Definition 1.8. [81] A random process $\zeta=\{\zeta(t), t \in T\}$ is called the square Gaussian random process relative to family $\Xi$, if for all $t \in T$ random variables $\zeta(t)$ belong to the space $S G_{\Xi}(\Omega)$ and $\sup _{t \in T} E \zeta^{2}(t)<\infty$.

Let us consider the examples of square Gaussian random processes.

1. Let $\xi_{1}(t), \xi_{2}(t), \ldots, \xi_{n}(t), t \in T$ be a family of zero-mean jointly Gaussian random processes and assume that for each $t \in T$ exist symmetric matrix $A(t)$. Then $\zeta(t)=\bar{\xi}^{T}(t) A(t) \bar{\xi}(t)-E \bar{\xi}^{T}(t) A(t) \bar{\xi}(t)$
be the square Gaussian random process with $\bar{\xi}^{T}(t)=\left(\xi_{1}(t), \xi_{2}(t), \ldots, \xi_{n}(t)\right)$.
2. The mean square limits of a sequence of random processes

$$
\zeta_{n}(t)=\bar{\xi}_{n}^{T}(t) A_{n}(t) \bar{\xi}_{n}(t)-E \bar{\xi}_{n}^{T}(t) A_{n}(t) \bar{\xi}_{n}(t)
$$

where $\bar{\xi}_{n}(t)$ are zero-mean Gaussian random vector-processes and $A_{n}(t)$ are symmetric matrices, be the square Gaussian random process.
3. Assume that $\xi=\{\xi(t), t \in T\}$ is zero-mean stationary Gaussian random process. Correlogram

$$
\widehat{B}(\tau)=\frac{1}{V} \int_{0}^{V} \xi(t+\tau) \xi(t) d t-E \xi(t+\tau) \xi(t), \quad V>0
$$

of this process $\xi=\{\xi(t), t \in T\}$ is the square Gaussian random process.

### 1.5. The estimates for the distribution of quadratic forms defined on the space of square Gaussian random variables $S G_{\Xi}(\Omega)$

The following lemma improves the corresponding lemma from [81].
Lemma 1.6. $\operatorname{Let} \bar{\zeta}^{T}=\left(\zeta_{1}, \ldots, \zeta_{d}\right)$ be the random vector, $\zeta_{i} \in S G_{\Xi}(\Omega)$, $i=1, \ldots, d$, and let $A$ be the $d \times d$ symmetric positive-dimensional matrix. Then for all $|t|<\frac{1}{\sqrt{2}}$ the following inequality holds

$$
\begin{equation*}
E \operatorname{ch}\left(\sqrt{\frac{t^{2} \bar{\zeta}^{T} A \bar{\zeta}}{E\left(\bar{\zeta}^{T} A \bar{\zeta}\right)}}\right) \leq R(\sqrt{2}|t|) \tag{1.6}
\end{equation*}
$$

where $R(s)=\exp \left\{-\frac{s}{2}\right\}(1-s)^{-\frac{1}{2}}$.
Proof. Let us prove this lemma for $A=I$, where $I$ is unit matrix, and for such vectors $\bar{\zeta}$, for which $\zeta_{i}$ are orthogonal, i.e. $D\left(\sum_{i=1}^{d} \lambda_{i} \zeta_{i}\right)=\sum_{i=1}^{d} \lambda_{i}^{2} E \zeta_{i}^{2}$. Put $\sigma_{i}^{2}=E \zeta_{i}^{2}, i=1,2, \ldots, d$. In this case from (1.4) (for $|s|<1$ ) follows, that for all $\lambda_{i} \in R, i=1,2, \ldots, d$ inequality

$$
\begin{equation*}
E \exp \left\{\frac{s \sum_{i=1}^{d} \lambda_{i} \zeta_{i}}{\sqrt{2}\left(\sum_{i=1}^{d} \lambda_{i}^{2} \sigma_{i}^{2}\right)^{1 / 2}}\right\} \leq R(|s|) \tag{1.7}
\end{equation*}
$$

holds true.

Let us denote

$$
u=\frac{s}{\sqrt{2 \sum_{i=1}^{d} \lambda_{i}^{2} \sigma_{i}^{2}}} .
$$

From (1.7) follows, that for $|u|<\left(2 \sum_{i=1}^{d} \lambda_{i}^{2} \sigma_{i}^{2}\right)^{-1 / 2}$ we obtain

$$
\begin{equation*}
E \exp \left\{u \sum_{i=1}^{d} \lambda_{i} \zeta_{i}\right\} \leq R\left(|u| \sqrt{2 \sum_{i=1}^{d} \lambda_{i}^{2} \sigma_{i}^{2}}\right) . \tag{1.8}
\end{equation*}
$$

Let us define $s_{i}=u \lambda_{i} \sigma_{i}$. Then

$$
\sum_{i=1}^{d} s_{i}^{2}=u^{2} \sum_{i=1}^{d} \lambda_{i}^{2} \sigma_{i}^{2}=\frac{s^{2}}{2},
$$

moreover $\sum_{i=1}^{d} s_{i}^{2}<\frac{1}{2}$. It follows from (1.8), that for all $s_{i}$ for which $\sum_{i=1}^{d} s_{i}^{2}<\frac{1}{2}$ the next inequality holds

$$
\begin{equation*}
E \exp \left\{\sum_{i=1}^{d} s_{i} \frac{\zeta_{i}}{\sigma_{i}}\right\} \leq R\left(\sqrt{2 \sum_{i=1}^{d} s_{i}^{2}}\right) . \tag{1.9}
\end{equation*}
$$

One can apply (1.9), to obtain inequality

$$
\begin{gathered}
E \prod_{i=1}^{d} \operatorname{ch}\left(\frac{s_{i} \zeta_{i}}{\sigma_{i}}\right)=E \prod_{i=1}^{d} \frac{\exp \left\{\frac{s_{i} \zeta_{i}}{\sigma_{i}}\right\}+\exp \left\{-\frac{s_{i} \zeta_{i}}{\sigma_{i}}\right\}}{2}= \\
=\frac{1}{2^{d}} E \prod_{i=1}^{d}\left(\exp \left\{\frac{s_{i} \zeta_{i}}{\sigma_{i}}\right\}+\exp \left\{-\frac{s_{i} \zeta_{i}}{\sigma_{i}}\right\}\right)=\frac{1}{2^{d}} \sum E \prod_{i=1}^{d} \exp \left\{\frac{s_{i} \zeta_{i} \delta_{i}}{\sigma_{i}}\right\}= \\
=\frac{1}{2^{d}} \sum E \exp \left\{\sum_{i=1}^{d} \frac{s_{i} \zeta_{i} \delta_{i}}{\sigma_{i}}\right\} \leq \frac{1}{2^{d}} \sum R\left(\sqrt{2 \sum_{i=1}^{d} s_{i}^{2}}\right)= \\
=R\left(\sqrt{2 \sum_{i=1}^{d} s_{i}^{2}}\right)
\end{gathered}
$$

where $\delta_{i}= \pm 1$ and sums $\sum$ are calculated by all possible $\delta_{i}$, that means we
have total $2^{d}$ numbers. Thus,

$$
E \prod_{i=1}^{d} \operatorname{ch}\left(\frac{s_{i} \zeta_{i}}{\sigma_{i}}\right) \leq R\left(\sqrt{2 \sum_{i=1}^{d} s_{i}^{2}}\right) .
$$

Consider function $f(z)=\ln \operatorname{ch} \sqrt{z}, z>0 . f(z)>0$ is convex function.
Really, $f(0)=\ln \operatorname{ch} 0=0, f^{\prime}(z)=\frac{\operatorname{sh} \sqrt{z}}{2 \sqrt{z} \operatorname{ch} \sqrt{z}}, f^{\prime \prime}(z)=\frac{1}{4} \frac{1-\frac{\operatorname{sh}(2 \sqrt{z})}{2 \sqrt{z}}}{z(\operatorname{ch} \sqrt{z})^{2}}<0$, because $\operatorname{sh}(2 \sqrt{z})>2 \sqrt{z}, z>0$. Therefore, for all $z_{i}>0, i=1,2, \ldots, d$, the inequality [51]

$$
\sum_{i=1}^{d} f\left(z_{i}\right) \geq f\left(\sum_{i=1}^{d} z_{i}\right)
$$

holds. This means

$$
\prod_{i=1}^{d} \operatorname{ch} \sqrt{z_{i}} \geq \operatorname{ch} \sqrt{\sum_{i=1}^{d} z_{i}}, \quad z_{i}>0
$$

Therefore, for $\sum_{i=1}^{d} s_{i}^{2}<\frac{1}{2}$ we have

$$
\begin{gathered}
E \operatorname{ch} \sqrt{\sum_{i=1}^{d} \frac{s_{i}^{2} \zeta_{i}^{2}}{\sigma_{i}^{2}}} \leq E \prod_{i=1}^{d} \operatorname{ch} \sqrt{\frac{s_{i}^{2} \zeta_{i}^{2}}{\sigma_{i}^{2}}}=E \prod_{i=1}^{d} \operatorname{ch}\left\{\frac{\left|s_{i} \zeta_{i}\right|}{\sigma_{i}}\right\}= \\
=E \prod_{i=1}^{d} \operatorname{ch}\left\{\frac{s_{i} \zeta_{i}}{\sigma_{i}}\right\} \leq R\left(\sqrt{2 \sum_{i=1}^{d} s_{i}^{2}}\right)
\end{gathered}
$$

Let us put $s_{i}^{2}=\frac{\sigma_{i}^{2} t^{2}}{\sum_{i=1}^{d} \sigma_{i}^{2}}$. Than from previous inequality we obtain

$$
\begin{equation*}
E \operatorname{ch}\left(\sqrt{\frac{t^{2} \sum_{i=1}^{d} \zeta_{i}^{2}}{\sum_{i=1}^{d} \sigma_{i}^{2}}}\right) \leq R(\sqrt{2} t) \tag{1.10}
\end{equation*}
$$

for all $|t|<\frac{1}{\sqrt{2}}$.
Let us consider the general case. Take a symmetric matrix $B$ such, that $B B=A, R=\operatorname{cov} \bar{\zeta}$ and let $O$ be the orthogonal matrix reducing $B R B$ to the diagonal form, that is

$$
O B R B O^{T}=D=\operatorname{diag}\left(d_{k}^{2}\right)_{k=1}^{d} .
$$

Let $\bar{\theta}=O B \bar{\zeta}$. Then

$$
\begin{gathered}
\bar{\theta}^{T} \bar{\theta}=\bar{\zeta}^{T} B O^{T} O B \bar{\zeta}=\bar{\zeta}^{T} A \bar{\zeta}, \\
\operatorname{cov} \bar{\theta}=\mathrm{OB}^{\operatorname{cov} \bar{\zeta}} \mathrm{BO}^{\mathrm{T}}=\mathrm{D} .
\end{gathered}
$$

Since $\bar{\theta}^{T}=\left(\theta_{1}, \ldots, \theta_{d}\right)$ is square Gaussian random vector ( $\bar{\zeta}$ is square Gaussian random vector), we can to apply inequality (1.10) to it. Considering that $\bar{\theta}^{T} \bar{\theta}=\sum_{i=1}^{d} \theta_{i}^{2}=\bar{\zeta}^{T} A \bar{\zeta}$, we obtain

$$
\operatorname{ch} \sqrt{\frac{t^{2} \bar{\theta}^{T} \bar{\theta}}{E \bar{\theta}^{T} \bar{\theta}}}=\operatorname{ch} \sqrt{\frac{t^{2} \bar{\zeta}^{T} A \bar{\zeta}}{E \bar{\zeta}^{T} A \bar{\zeta}}} .
$$

Lemma is proved completely.

Corollary 1.2. Assume that for $\bar{\zeta}_{n}$ and $A_{n}, n \geqslant 1$ the conditions of the lemma 1.6 are fulfilled and $\eta=$ l.i. $m \cdot n \rightarrow \infty \bar{\zeta}_{n}^{T} A_{n} \bar{\zeta}_{n}, E \eta \neq 0$. Then for all $|t|<\frac{1}{\sqrt{2}}$ the following inequality holds

$$
E \operatorname{ch}\left(\sqrt{\frac{t^{2} \eta}{E \eta}}\right) \leq R(\sqrt{2}|t|)
$$

Proof. Since $\eta=l . i . m_{\cdot n} \rightarrow \infty \eta_{n}$, than $E \eta_{n} \longrightarrow E \eta$, for $n \longrightarrow \infty$, that means

$$
\frac{\eta}{E \eta}=l . i . m \cdot n \longrightarrow \infty \frac{\eta_{n}}{E \eta_{n}},
$$

where $\eta_{n}=\bar{\zeta}_{n}^{T} A_{n} \bar{\zeta}_{n}$. Then exists a subsequence $\left\{\eta_{n_{k}}\right\}$ of the sequence $\left\{\eta_{n}\right\}$ such that $\eta_{n_{k}} \longrightarrow \eta$ for $n_{k} \longrightarrow \infty$ with probability 1 . We will apply the Fatou lemma to obtain

$$
\begin{aligned}
& E \operatorname{ch}\left(\sqrt{t^{2} \frac{\eta}{E \eta}}\right)=E \liminf _{n_{k} \longrightarrow \infty} \operatorname{ch}\left(\sqrt{t^{2} \frac{\eta_{n_{k}}}{E \eta_{n_{k}}}}\right) \leqslant \\
& \quad \leqslant \liminf _{n_{k} \longrightarrow \infty} E \operatorname{ch}\left(\sqrt{t^{2} \frac{\eta_{n_{k}}}{E \eta_{n_{k}}}}\right) \leqslant R(\sqrt{2}|t|) .
\end{aligned}
$$

The theorem is proved.

Lemma 1.7. Assume that for $\bar{\zeta}$ and $A$ the conditions of the lemma 1.6 are fulfilled and $\eta=\bar{\zeta}^{T} A \bar{\zeta}$. Then for $x>\frac{1}{2}$ the following inequality holds

$$
\begin{equation*}
P\left\{\frac{\eta}{E \eta}>x\right\} \leq \frac{2^{\frac{1}{4}} x^{\frac{1}{4}}}{\operatorname{ch}\left(\sqrt{\frac{x}{2}}-\frac{1}{2}\right)} \tag{1.11}
\end{equation*}
$$

Proof. From the Chebyshev inequality and (1.6) follows, that for $x>0$ and $|t|<\frac{1}{\sqrt{2}}$ we have

$$
P\left\{\frac{\eta}{E \eta}>x\right\} \leq \frac{E \operatorname{ch} \sqrt{\frac{t^{2} \eta}{E \eta}}}{\operatorname{ch} \sqrt{t^{2} x}} \leq \frac{R(\sqrt{2}|t|)}{\operatorname{ch} \sqrt{t^{2} x}}
$$

Let us donote $t=\frac{1}{\sqrt{2}}-\frac{1}{2 \sqrt{x}}, x>\frac{1}{2}$. Then

$$
\frac{R(\sqrt{2} t)}{\operatorname{ch} \sqrt{t^{2} x}}=\frac{(2 x)^{1 / 4} \exp \left\{\frac{1}{2 \sqrt{2 x}}-\frac{1}{2}\right\}}{\operatorname{ch}\left(\sqrt{\frac{x}{2}}-\frac{1}{2}\right)}
$$

Since $\exp \left\{\frac{1}{2 \sqrt{2 x}}-\frac{1}{2}\right\}<1$ for $x>\frac{1}{2}$, then

$$
P\left\{\frac{\eta}{E \eta}>x\right\} \leq \frac{2^{1 / 4} x^{1 / 4}}{\operatorname{ch}\left(\sqrt{\frac{x}{2}}-\frac{1}{2}\right)}
$$

Lemma is proved.
Corollary 1.3. Assume that for $\bar{\zeta}_{n}$ and $A_{n}, n \geqslant 1$ the conditions of the lemma 1.6 are fulfilled. Then the inequality (1.11) holds for $\eta=l . i . m_{\cdot n \rightarrow \infty} \bar{\zeta}_{n}^{T} A_{n} \bar{\zeta}_{n}, E \eta \neq 0$.

Proof. Corollary follows from lemma 1.7 and corollary 1.2.
Lemma 1.8. Let $\xi_{1}, \xi_{2}, \ldots, \xi_{m}, m \geqslant 1$ be independent normal random variables and $E \xi_{k}=0, E \xi_{k}^{2}=\sigma_{k}^{2}, c_{k}= \pm 1, k=1, \ldots, m$ and $s>0$. Then the following inequality holds

$$
\left|E \exp \left\{i \frac{s \sum_{k=1}^{m} \xi_{k}^{2} c_{k}}{2\left(\sum_{k=1}^{m} \sigma_{k}^{4}\right)^{\frac{1}{2}}}\right\}\right| \leq \frac{1}{\left(1+s^{2}\right)^{1 / 4}}
$$

Proof. It is obviously, that for $\xi_{k}, c_{k}$ and for real valued $r$ equality

$$
\begin{equation*}
E \exp \left\{i \frac{\sum_{k=1}^{m} \xi_{k}^{2} c_{k}}{r}\right\}=\prod_{k=1}^{m} E \exp \left\{\frac{i \xi_{k}^{2} c_{k}}{r}\right\} \tag{1.12}
\end{equation*}
$$

holds.

Taking into account that $E \exp \left\{i s \xi_{k}^{2}\right\}=\left(1-2 i s \sigma_{k}^{2}\right)^{-1 / 2}$, (1.12) can be rewritten in the form

$$
E \exp \left\{i \frac{\sum_{k=1}^{m} \xi_{k}^{2} c_{k}}{r}\right\}=\prod_{k=1}^{m}\left(1-2 i \frac{\sigma_{k}^{2} c_{k}}{r}\right)^{-\frac{1}{2}}
$$

Then

$$
\begin{gathered}
\left|E \exp \left\{i \frac{\sum_{k=1}^{m} \xi_{k}^{2} c_{k}}{r}\right\}\right|=\left|\prod_{k=1}^{m}\left(1-2 i \frac{\sigma_{k}^{2} c_{k}}{r}\right)^{-\frac{1}{2}}\right|=\prod_{k=1}^{m}\left|1-2 i \frac{\sigma_{k}^{2} c_{k}}{r}\right|^{-\frac{1}{2}}= \\
=\prod_{k=1}^{m}\left(1+\left(2 \frac{\sigma_{k}^{2} c_{k}}{r}\right)^{2}\right)^{-\frac{1}{4}}=\prod_{k=1}^{m}\left(1+\frac{4 \sigma_{k}^{4}}{r^{2}}\right)^{-\frac{1}{4}}
\end{gathered}
$$

Let us denote $I=\prod_{k=1}^{m}\left(1+\frac{4 \sigma_{k}^{4}}{r^{2}}\right)^{-\frac{1}{4}}$.
Then

$$
\begin{equation*}
\ln I=-\frac{1}{4} \sum_{k=1}^{m} \ln \left(1+\frac{4 \sigma_{k}^{4}}{r^{2}}\right) \tag{1.13}
\end{equation*}
$$

Consider the function $f(x)=\ln (1+x), x>0 . f(x)$ is convex function $\left(f(0)=0, f^{\prime \prime}(x)<0\right)$ and therefore

$$
f\left(\sum_{k=1}^{m} x_{k}\right) \leq \sum_{k=1}^{m} f\left(x_{k}\right),
$$

that is

$$
-\sum_{k=1}^{m} f\left(x_{k}\right) \leq-f\left(\sum_{k=1}^{m} x_{k}\right)
$$

for $x_{k} \geq 0$.
From the last inequality and (1.13) follows, that

$$
\begin{aligned}
\ln I & \leq-\frac{1}{4} \ln \left(1+\frac{4}{r^{2}} \sum_{k=1}^{m} \sigma_{k}^{4}\right) \\
I & \leq\left(1+\frac{4}{r^{2}} \sum_{k=1}^{m} \sigma_{k}^{4}\right)^{-\frac{1}{4}} .
\end{aligned}
$$

Let $r=\frac{2\left(\sum_{k=1}^{m} \sigma_{k}^{4}\right)^{\frac{1}{2}}}{s}$. Then

$$
I \leq\left(1+s^{2}\right)^{-\frac{1}{4}} \quad \text { for the real valued } \quad s
$$

which was to be proved.
Theorem 1.2. Let $A$ be a symmetric real-valued $n \times n$ matrix, $\bar{\xi}^{T}=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)$ be the random vector such that $\xi_{k}$ are the normal random variables with $E \xi_{k}=0$ and $D \bar{\xi}^{T} A \bar{\xi}>0$. Then

$$
\left|E \exp \left\{i \frac{s\left(\bar{\xi}^{T} A \bar{\xi}-E \bar{\xi}^{T} A \bar{\xi}\right)}{\sqrt{2} \sqrt{D \bar{\xi}^{T} A \bar{\xi}}}\right\}\right| \leq \frac{1}{\left(1+s^{2}\right)^{\frac{1}{4}}}
$$

for $s>0$.
Proof. Let $\bar{\xi}=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)^{T}$ be an $n$-dimensional Gaussian column vector, such that $E \xi_{k}=0, k=1, \ldots, n$, and let $B=\operatorname{cov} \bar{\xi}=\mathrm{E} \overline{\xi \xi}^{\mathrm{T}}$ be the covariance matrix of the vector $\bar{\xi}$. Take a symmetric matrix $A=\left(a_{i j}\right)_{i, j=1}^{n}$ with real-valued entries $\left(A^{T}=A\right)$ and let $U$ be the ortogonal matrix reducing $\left(B^{1 / 2}\right)^{T} A B^{1 / 2}$ to the diagonal form. $\bar{\xi}=B^{1 / 2} U \bar{\gamma}$, where $\bar{\gamma}=\left(\gamma_{1}, \ldots, \gamma_{n}\right)^{T}$ is a standard Gaussian random vector. Then

$$
\bar{\xi}^{T} A \bar{\xi}=\bar{\gamma}^{T} U^{T} B^{1 / 2} A B^{1 / 2} U \bar{\gamma}=\bar{\gamma}^{T} \Lambda \bar{\gamma}=\Sigma_{k=1}^{n} \lambda_{k} \gamma_{k}^{2}
$$

where $\Lambda=\operatorname{diag}\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ is the diagonal matrix. Since for $\lambda_{k}= \pm 1$ we obtain $D\left(\sum_{k=1}^{n} \lambda_{k} \gamma_{k}^{2}\right)=2 \sum_{k=1}^{n} \sigma_{k}^{4}>0$ and for $\bar{\gamma}$ holds lemma 1.8 $\left(E \gamma_{k}=0, E \gamma_{k}^{2}=1, \lambda_{k}= \pm 1\right)$ we will have

$$
\begin{gathered}
\left|E \exp \left\{i \frac{s\left(\bar{\xi}^{T} A \bar{\xi}-E \bar{\xi}^{T} A \bar{\xi}\right)}{\sqrt{2} \sqrt{D \bar{\xi}^{T} A \bar{\xi}}}\right\}\right|= \\
=\left|E \exp \left\{i \frac{s\left(\sum_{k=1}^{n} \lambda_{k} \gamma_{k}^{2}-E\left(\sum_{k=1}^{n} \lambda_{k} \gamma_{k}^{2}\right)\right)}{2 \sqrt{\sum_{k=1}^{n} \sigma_{k}^{4}}}\right\}\right| \leq \frac{1}{\left(1+s^{2}\right)^{\frac{1}{4}}} .
\end{gathered}
$$

Corollary 1.4. Let $_{i}, i=1,2, \ldots, n$ be the random variables from $S G_{\Xi}(\Omega)$. Then for $s>0$ the next inequality holds

$$
\left|E \exp \left\{i \frac{s}{\sqrt{2}} \frac{\zeta}{(\operatorname{var} \zeta)^{1 / 2}}\right\}\right| \leqslant \frac{1}{\left(1+s^{2}\right)^{1 / 4}}
$$

where $\zeta=\sum_{i=1}^{n} \lambda_{i} \zeta_{i}, \lambda_{i}$ are real numbers.

Proof. $\zeta_{i} \in S G_{\Xi}(\Omega)$ therefore $\zeta_{i}$ can be represented as $\zeta_{i}=\bar{\xi}_{i}^{T} C_{i} \bar{\xi}_{i}-$ $E\left(\bar{\xi}_{i}^{T} C_{i} \bar{\xi}_{i}\right)$, where $\bar{\xi}_{i}$ are Gaussian random vectors, $C_{i}$ are the symmetric matrices. Let us consider vector $\bar{\xi}^{T}=\left(\bar{\xi}_{1}, \ldots, \bar{\xi}_{n}\right)$ and the matrix

$$
C=\left(\begin{array}{cccc}
\lambda_{1} C_{1} & 0 & \ldots & 0 \\
0 & \lambda_{2} C_{2} & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & \lambda_{n} C_{n}
\end{array}\right)
$$

In this case $\zeta=\sum_{i=1}^{n} \lambda_{i} \zeta_{i}=\bar{\xi}^{T} C \bar{\xi}-E\left(\bar{\xi}^{T} C \bar{\xi}\right)$ is square Gaussian random variable, and therefore for $\zeta$ the inequality of the theorem holds.

Lemma 1.9. Let $\bar{\zeta}^{T}=\left(\zeta_{1}, \ldots, \zeta_{n}\right)$ be the random vector such, that $\zeta_{j} \in$ $S G_{\Xi}(\Omega)$ and let $A$ be a symmetric positive-valued matrix. Then the inequality

$$
E \exp \left\{-\frac{u^{2}}{2} \frac{\bar{\zeta}^{T} A \bar{\zeta}}{E \bar{\zeta}^{T} A \bar{\zeta}}\right\} \leq g(u)
$$

holds true, where $g(u)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} \exp \left\{-\frac{s^{2}}{2}\right\} \frac{1}{\left(1+u^{2} s^{2}\right)^{\frac{1}{4}}} d s, \quad u>0$.

Proof. Let us consider orthogonal square Gaussian random variables $\zeta_{j}$, $E \zeta_{j}^{2}=\sigma_{j}^{2}, \sigma_{j}^{2}>0>, \lambda_{j} \in R^{1}$. Then from the theorem 1.2 and corollary 1.4 for $s>0$ we have

$$
\begin{equation*}
\left|E \exp \left\{i \frac{s}{\sqrt{2}} \frac{\sum_{j=1}^{n} \lambda_{j} \zeta_{j}}{\left(\sum_{j=1}^{n} \lambda_{j}^{2} \sigma_{j}^{2}\right)^{\frac{1}{2}}}\right\}\right| \leq \frac{1}{\left(1+s^{2}\right)^{\frac{1}{4}}} \tag{1.14}
\end{equation*}
$$

Let us rewrite the left part in the form

$$
\left|E \exp \left\{i \frac{s}{\sqrt{2}} \frac{\sum_{j=1}^{n} \frac{\zeta_{j}}{\sigma_{j}}\left(\lambda_{j} \sigma_{j}\right)}{\left(\sum_{j=1}^{n} \lambda_{j}^{2} \sigma_{j}^{2}\right)^{\frac{1}{2}}}\right\}\right| .
$$

Define $s_{j}$ as follows $s_{j}=s \frac{\lambda_{j} \sigma_{j}}{\left(\sum_{j=1}^{n} \lambda_{j}^{2} \sigma_{j}^{2}\right)^{\frac{1}{2}}}$. Then $s^{2}=\sum_{j=1}^{n} s_{j}^{2}$, and (1.14) can be rewritten in the form

$$
\begin{equation*}
\left|E \exp \left\{i \frac{1}{\sqrt{2}} \sum_{j=1}^{n} \frac{s_{j} \zeta_{j}}{\sigma_{j}}\right\}\right| \leq \frac{1}{\left(1+\sum_{j=1}^{n} s_{j}^{2}\right)^{\frac{1}{4}}} \tag{1.15}
\end{equation*}
$$

For $t_{j}>0$ we will have

$$
\begin{gathered}
\left|\int_{R^{n}} \ldots \int E \exp \left\{i \frac{1}{\sqrt{2}} \sum_{j=1}^{n} s_{j} \frac{\zeta_{j}}{\sigma_{j}}\right\} \prod_{j=1}^{n} \frac{1}{\sqrt{2 \pi} t_{j}} \exp \left\{-\frac{s_{j}^{2}}{2 t_{j}^{2}}\right\} d s_{1} \ldots d s_{n}\right|= \\
=\left|E \exp \left\{-\sum_{j=1}^{n} \frac{\zeta_{j}^{2} t_{j}^{2}}{2 \sigma_{j}^{2}}\right\}\right|
\end{gathered}
$$

From (1.15) and last equality we obtain

$$
\begin{aligned}
& \left|E \exp \left\{-\sum_{j=1}^{n} \frac{\zeta_{j}^{2} t_{j}^{2}}{2 \sigma_{j}^{2}}\right\}\right|= \\
& =\left|\int_{R^{n}} \ldots \int E \exp \left\{i \frac{1}{\sqrt{2}} \sum_{j=1}^{n} s_{j} \frac{\zeta_{j}}{\sigma_{j}}\right\} \prod_{j=1}^{n} \frac{1}{\sqrt{2 \pi} t_{j}} \exp \left\{-\frac{s_{j}^{2}}{2 t_{j}^{2}}\right\} d s_{1} \ldots d s_{n}\right| \leqslant \\
& \leqslant \int_{R^{n}} \ldots \int\left|E \exp \left\{i \frac{1}{\sqrt{2}} \sum_{j=1}^{n} s_{j} \frac{\zeta_{j}}{\sigma_{j}}\right\}\right| \prod_{j=1}^{n} \frac{1}{\sqrt{2 \pi} t_{j}} \exp \left\{-\frac{s_{j}^{2}}{2 t_{j}^{2}}\right\} d s_{1} \ldots d s_{n} \leqslant \\
& \leqslant \int_{R^{n}} \ldots \int \prod_{j=1}^{n}\left(\frac{1}{\sqrt{2 \pi} t_{j}}\right) \exp \left\{-\frac{s_{j}^{2}}{2 t_{j}^{2}}\right\} \frac{1}{\left(1+\sum_{j=1}^{n} s_{j}^{2}\right)^{\frac{1}{4}}} d s_{1} \ldots d s_{n} .
\end{aligned}
$$

Denote $\frac{s_{j}}{t_{j}}=u_{j}$. Then

$$
\begin{gather*}
E \exp \left\{-\sum_{j=1}^{n} \frac{\zeta_{j}^{2} t_{j}^{2}}{2 \sigma_{j}^{2}}\right\} \leq \int_{R^{n}} \ldots \int\left(\frac{1}{\sqrt{2 \pi}}\right)^{n} \exp \left\{-\frac{1}{2} \sum_{j=1}^{n} u_{j}^{2}\right\} \times \\
\times \frac{1}{\left(1+\sum_{j=1}^{n} t_{j}^{2} u_{j}^{2}\right)^{\frac{1}{4}}} d u_{1} \ldots d u_{n} \tag{1.16}
\end{gather*}
$$

Define $t_{j}^{2}$ as $t_{j}^{2}=\sigma_{j}^{2} \frac{u^{2}}{\sum_{j=1}^{n} \sigma_{j}^{2}} ; \sum_{j=1}^{n} t_{j}^{2}=u^{2}, u>0$.
Since $f(x)=\frac{1}{4} \ln (1+x)$ is convex function and $f(0)=0$, then
for $\alpha_{i}>0$ such, that $\sum_{i=1}^{n} \alpha_{i}=1$ and for $x_{i}>0$ we have

$$
\begin{aligned}
\frac{1}{4} \ln \left(1+\sum_{i=1}^{n} \alpha_{i} x_{i}\right) & \geq \sum_{i=1}^{n} \alpha_{i}\left(\frac{1}{4} \ln \left(1+x_{i}\right)\right) . \\
-\frac{1}{4} \ln \left(1+\sum_{i=1}^{n} \alpha_{i} x_{i}\right) & \leq \sum_{i=1}^{n} \alpha_{i}\left(-\frac{1}{4} \ln \left(1+x_{i}\right)\right) .
\end{aligned}
$$

Then

$$
\frac{1}{\left(1+\sum_{i=1}^{n} \alpha_{i} x_{i}\right)^{\frac{1}{4}}} \leq \prod_{i=1}^{n} \frac{1}{\left(1+x_{i}\right)^{\frac{\alpha_{i}}{4}}}
$$

Whereas $\sum_{j=1}^{n} \frac{t_{j}^{2}}{u^{2}}=1$, then

$$
\begin{gathered}
\frac{1}{\left(1+\sum_{i=1}^{n} t_{j}^{2} u_{j}^{2}\right)^{\frac{1}{4}}}=\frac{1}{\left(1+\sum_{i=1}^{n} \frac{t_{j}^{2}}{u^{2}} u_{j}^{2} u^{2}\right)^{\frac{1}{4}}} \leqslant \\
\leqslant \prod_{j=1}^{n} \frac{1}{\left(1+u_{j}^{2} u^{2}\right)^{\frac{t_{j}^{2}}{4 u^{2}}}}
\end{gathered}
$$

From the last inequality and (1.16) follows that

$$
E \exp \left\{-\sum_{j=1}^{n} \frac{\zeta_{j}^{2} t_{j}^{2}}{2 \sigma_{j}^{2}}\right\} \leq \prod_{j=1}^{n} E\left(\left(\frac{1}{\left(1+\xi_{j}^{2} u^{2}\right)^{\frac{1}{4}}}\right)^{\frac{t_{j}^{2}}{u^{2}}}\right)
$$

where $\xi_{j}$ are independent normally distributed random variables $N(0,1)$. Let us use the inequality $E|\xi|^{\alpha} \leq(E|\xi|)^{\alpha}, 0<\alpha<1$, to obtaine

$$
\begin{gathered}
E \exp \left\{-\sum_{j=1}^{n} \frac{\zeta_{j}^{2} t_{j}^{2}}{2 \sigma_{j}^{2}}\right\} \leq\left(E\left(\frac{1}{\left(1+\xi^{2} u^{2}\right)^{\frac{1}{4}}}\right)\right)^{\sum_{j=1}^{n} \frac{t_{j}^{2}}{u^{2}}} \\
=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} \exp \left\{-\frac{s^{2}}{2}\right\} \frac{1}{\left(1+s^{2} u^{2}\right)^{\frac{1}{4}}} d s=g(u)
\end{gathered}
$$

Hence,

$$
E \exp \left\{-\frac{u^{2}}{2} \frac{\sum_{j=1}^{n} \zeta_{j}^{2}}{\sum_{j=1}^{n} \sigma_{j}^{2}}\right\} \leqslant g(u)
$$

where

$$
g(u)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} \exp \left\{-\frac{s^{2}}{2}\right\} \frac{1}{\left(1+s^{2} u^{2}\right)^{\frac{1}{4}}} d s
$$

Let us consider a general case. Let $B$ be such a symmetric matrix, that $B B=A, R=\operatorname{cov} \bar{\zeta}$. Let $O$ be the ortogonal matrix reducing $B R B$ to the diagonal form $O B R B O^{T}=D=\operatorname{diag}\left(d_{k}^{2}\right)_{k=1}^{n}$. Denote $\bar{\theta}=O B \bar{\zeta}$. Then

$$
\bar{\theta}^{T} \bar{\theta}=\bar{\zeta}^{T} B O^{T} O B \bar{\zeta}=\bar{\zeta}^{T} A \bar{\zeta}
$$

$\operatorname{cov} \bar{\theta}=\mathrm{OB} \operatorname{cov} \bar{\zeta} \mathrm{BO}^{\mathrm{T}}=\mathrm{D}$. Since $\theta_{i} \in S G_{\Xi}(\Omega), \bar{\theta}^{T}=\left(\theta_{1}, \ldots, \theta_{n}\right)$, then the inequality from lemma holds for $\bar{\theta}$. Therefore, $\bar{\theta}^{T} \bar{\theta}=\sum_{i=1}^{n} \theta_{i}^{2}=\bar{\zeta}^{T} A \bar{\zeta}$ and

$$
E \exp \left\{-\frac{u^{2}}{2} \frac{\bar{\zeta}^{T} A \bar{\zeta}}{E \bar{\zeta}^{T} A \bar{\zeta}}\right\} \leq g(u)
$$

Lemma is proved.
Theorem 1.3. Let $\bar{\zeta}^{T}=\left(\zeta_{1}, \ldots, \zeta_{n}\right)$ be square Gaussian random vector, $\zeta_{i} \in S G_{\Xi}(\Omega), i=1, \ldots, n$ and let $A$ be some symmetric positive-valued matrix. Then for random variable $\eta=\bar{\zeta}^{T} A \bar{\zeta}, E \eta \neq 0$, the next inequalities hold

$$
\begin{equation*}
P\left\{\frac{\eta}{E \eta}>x\right\} \geq 1-g(u) \exp \left\{\frac{u^{2} x}{2}\right\} \tag{1.17}
\end{equation*}
$$

for any $u>0$, and $0<x<-\frac{2 \ln g(u)}{u^{2}}$,
where $g(u)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} \exp \left\{-\frac{s^{2}}{2}\right\} \frac{1}{\left(1+s^{2} u^{2}\right)^{\frac{1}{4}}} d s$ and

$$
\begin{equation*}
P\left\{\frac{\eta}{E \eta}>y\right\} \leq \frac{2^{1 / 4} y^{1 / 4}}{\operatorname{ch}\left(\sqrt{\frac{y}{2}}-\frac{1}{2}\right)} \tag{1.18}
\end{equation*}
$$

for $y>\frac{1}{2}$.
Proof. From the lemma 1.9 we have

$$
E \exp \left\{-\frac{u^{2} \eta}{2 E \eta}\right\} \leq g(u)
$$

Denote $\theta=\frac{\eta}{E \eta}$. Let $F(v)$ be distribution function of $\theta$.

$$
P\{\theta<x\}=\int_{0}^{x} d F(v)=\int_{0}^{x} \frac{\exp \left\{-\frac{u^{2} v}{2}\right\}}{\exp \left\{-\frac{u^{2} v}{2}\right\}} d F(v) \leq
$$

$$
\frac{1}{\exp \left\{-\frac{u^{2} x}{2}\right\}} E \exp \left\{-\frac{u^{2} \theta}{2}\right\} \leq \frac{g(u)}{\exp \left\{-\frac{u^{2} x}{2}\right\}}=g(u) \exp \left\{\frac{u^{2} x}{2}\right\} .
$$

Then $P\{\theta>x\} \geq 1-g(u) \exp \left\{\frac{u^{2} x}{2}\right\}$.
Let us return to the old notation. Then

$$
P\left\{\frac{\eta}{E \eta}>x\right\} \geq 1-g(u) \exp \left\{\frac{u^{2} x}{2}\right\} .
$$

The inequality (1.18) for $\eta=\bar{\zeta}^{T} A \bar{\zeta}$ was obtained in lemma 1.7.
Corollary 1.5. Assume, that for a sequence of random variables $\bar{\zeta}_{m}$ and for a sequence of symmetric positive-valued matrices $A_{m}, m \geqslant 1$, the conditions of the theorem 1.3 are fulfilled. Then theorem is true also for $\eta=$ l.i.m. ${ }_{m} \rightarrow \infty \bar{\zeta}_{m}^{T} A_{m} \bar{\zeta}_{m}$.

Proof. Corollary follows from the theorem 1.3 and Fatou lemma.
From the inequalities (1.17), (1.18) of the theorem 1.3 follows, that for $u>0$, $0<x<-\frac{2 \ln g(u)}{u^{2}}$ and $y>\frac{1}{2}$

$$
P\left\{\frac{\eta}{E \eta} \bar{\epsilon}[x, y]\right\} \leqslant g(u) \exp \left\{\frac{u^{2} x}{2}\right\}+\frac{2^{\frac{1}{4}} y^{\frac{1}{4}}}{\operatorname{ch}\left(\sqrt{\frac{y}{2}}-\frac{1}{2}\right)}
$$

or

$$
P\left\{\frac{\eta}{E \eta} \in[x, y]\right\} \geqslant 1-g(u) \exp \left\{\frac{u^{2} x}{2}\right\}-\frac{2^{\frac{1}{4}} y^{\frac{1}{4}}}{\operatorname{ch}\left(\sqrt{\frac{y}{2}}-\frac{1}{2}\right)} .
$$

Let us evaluate $g(u)$ :

$$
\begin{aligned}
& g(u)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} \exp \left\{-\frac{s^{2}}{2}\right\} \frac{1}{\left(1+s^{2} u^{2}\right)^{\frac{1}{4}}} d s \leqslant \\
\leqslant & \frac{1}{\sqrt{u}} \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} \exp \left\{-\frac{s^{2}}{2}\right\} \frac{1}{\sqrt{|s|}} d s \leqslant \frac{J}{\sqrt{u}}, \quad u>0,
\end{aligned}
$$

where

$$
J=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} \exp \left\{-\frac{s^{2}}{2}\right\} \frac{1}{\sqrt{|s|}} d s<\infty .
$$

### 1.6. An estimate for norm in $L_{p}(\mathbb{T})$ of the square Gaussian stochastic process

In the following theorem we obtain the estimate for the norm of square Gaussian stochastic processes in the space $L_{p}(\mathbb{T})$. This result we shall use for construction a criterion for testing hypotheses about the covariance function of Gaussian stochastic process.
Theorem 1.4. Let $\{\mathbb{T}, \mathfrak{A}, \mu\}$ be a measurable space, where $\mathbb{T}$ is a parametric set and let $Y=\{Y(t), t \in \mathbb{T}\}$ be a square Gaussian stochastic process. Suppose that $Y$ is a measurable process. Further, let the Lebesgue integral $\int_{\mathbb{T}}\left(\mathbf{E} Y^{2}(t)\right)^{\frac{p}{2}} d \mu(t)$ be well defined for $p \geqslant 1$. Then the integral $\int_{\mathbb{T}}(Y(t))^{p} d \mu(t)$ exists with probability 1 and

$$
\begin{equation*}
P\left\{\int_{\mathbb{T}}|Y(t)|^{p} d \mu(t)>\varepsilon\right\} \leqslant 2 \sqrt{1+\frac{\varepsilon^{1 / p} \sqrt{2}}{C_{p}^{\frac{1}{p}}}} \exp \left\{-\frac{\varepsilon^{\frac{1}{p}}}{\sqrt{2} C_{p}^{\frac{1}{p}}}\right\} \tag{1.19}
\end{equation*}
$$

for all $\varepsilon \geqslant\left(\frac{p}{\sqrt{2}}+\sqrt{\left(\frac{p}{2}+1\right) p}\right)^{p} C_{p}$, where $C_{p}=\int_{\mathbb{T}}\left(\mathbf{E} Y^{2}(t)\right)^{\frac{p}{2}} d \mu(t)$.
Proof. Since $\max _{x>0} x^{\alpha} e^{-x}=\alpha^{\alpha} e^{-\alpha}$ then $x^{\alpha} e^{-x} \leqslant \alpha^{\alpha} e^{-\alpha}$.
If $\zeta$ is a random variable from the space $S G_{\Xi}(\Omega)$ and $x=\frac{s}{\sqrt{2}} \cdot \frac{|\zeta|}{\sqrt{\mathbf{E} \zeta^{2}}}$, where $s>0$ then

$$
\mathbf{E}\left(\frac{s}{\sqrt{2}} \frac{|\zeta|}{\sqrt{\mathbf{E} \zeta^{2}}}\right)^{\alpha} \leqslant \alpha^{\alpha} e^{-\alpha} \cdot \mathbf{E} \exp \left\{\frac{s}{\sqrt{2}} \frac{|\zeta|}{\sqrt{\mathbf{E} \zeta^{2}}}\right\}
$$

and

$$
\mathbf{E}|\zeta|^{\alpha} \leqslant\left(\frac{\sqrt{2 \mathbf{E} \zeta^{2}}}{s}\right)^{\alpha} \alpha^{\alpha} e^{-\alpha} \mathbf{E} \exp \left\{\frac{s}{\sqrt{2}} \frac{|\zeta|}{\sqrt{\mathbf{E} \zeta^{2}}}\right\} .
$$

From the inequality (1.4) for $0<s<1$ we get that

$$
\begin{align*}
\mathbf{E}|\zeta|^{\alpha} & \leqslant\left(\frac{\sqrt{2 \mathbf{E} \zeta^{2}}}{s}\right)^{\alpha} \alpha^{\alpha} e^{-\alpha}\left(\mathbf{E} \exp \left\{\frac{s}{\sqrt{2}} \frac{\zeta}{\sqrt{\mathbf{E} \zeta^{2}}}\right\}+\mathbf{E} \exp \left\{-\frac{s}{\sqrt{2}} \frac{\zeta}{\sqrt{\mathbf{E} \zeta^{2}}}\right\}\right) \\
& \leqslant \frac{2}{\sqrt{1-s}}\left(\frac{\sqrt{2 \mathbf{E} \zeta^{2}}}{s}\right)^{\alpha} \alpha^{\alpha} e^{-\alpha} \exp \left\{-\frac{s}{\sqrt{2}}\right\}= \\
& =2 L_{0}(s)\left(\frac{\sqrt{2 \mathbf{E} \zeta^{2}}}{s}\right)^{\alpha} \alpha^{\alpha} e^{-\alpha}, \tag{1.20}
\end{align*}
$$

where $L_{0}(s)=\frac{1}{\sqrt{1-s}}\left(\frac{\sqrt{2 \mathbf{E} \zeta^{2}}}{s}\right)^{\alpha} \exp \left\{-\frac{s}{\sqrt{2}}\right\}$.
Let $Y(t), t \in \mathbb{T}$ be a measurable square Gaussian stochastic process. Using the Chebyshev inequality we derive that for all $l \geqslant 1$

$$
P\left\{\int_{\mathbb{T}}|Y(t)|^{p} d \mu(t)>\varepsilon\right\} \leqslant \frac{\mathbf{E}\left(\int_{\mathbb{T}}|Y(t)|^{p} d \mu(t)\right)^{l}}{\varepsilon^{l}}
$$

Then from the generalized Minkowski inequality together with the inequality (1.20) for $l>1$ we obtain that

$$
\begin{gathered}
\left(\mathbf{E}\left(\int_{\mathbb{T}}|Y(t)|^{p} d \mu(t)\right)^{l}\right)^{\frac{1}{l}} \leqslant \int_{\mathbb{T}}\left(\mathbf{E}|Y(t)|^{p l}\right)^{\frac{1}{l}} d \mu(t) \\
\leqslant \int_{\mathbb{T}}\left(2 L_{0}(s)\left(2 \mathbf{E} Y^{2}(t)\right)^{\frac{p l}{2}}(p l)^{p l} s^{-p l} \exp \{-p l\}\right)^{\frac{1}{l}} d \mu(t) \\
=\left(2 L_{0}(s)\right)^{\frac{1}{l}} \int_{\mathbb{T}}\left(2 \mathbf{E} Y^{2}(t)\right)^{\frac{p}{2}} s^{-p}(p l)^{p} \exp \{-p\} d \mu(t) \\
=\left(2 L_{0}(s)\right)^{\frac{1}{l}} 2^{\frac{p}{2}} s^{-p}(p l)^{p} \exp \{-p\} \int_{\mathbb{T}}\left(\mathbf{E} Y^{2}(t)\right)^{\frac{p}{2}} d \mu(t)
\end{gathered}
$$

Assuming that $C_{p}=\int_{\mathbb{T}}\left(\mathbf{E} Y^{2}(t)\right)^{\frac{p}{2}} d \mu(t)$ we deduce that

$$
\mathbf{E}\left(\int_{\mathbb{T}}|Y(t)|^{p} d \mu(t)\right)^{l} \leqslant 2 L_{0}(s) 2^{\frac{p l}{2}}(l p)^{p l} \exp \{-p l\} C_{p}^{l} s^{-p l}
$$

Hence,

$$
\begin{aligned}
P\left\{\int_{\mathbb{T}}|Y(t)|^{p} d \mu(t)>\varepsilon\right\} & \leqslant 2 \cdot\left(2^{\frac{p}{2}}\right)^{l} L_{0}(s)\left(p^{p}\right)^{l}(\exp \{-p\})^{l} C_{p}^{l}\left(s^{-p}\right)^{l} \cdot \frac{\left(l^{p}\right)^{l}}{\varepsilon^{l}} \\
& =2 L_{0}(s) a^{l}\left(l^{p}\right)^{l}
\end{aligned}
$$

where $a=\frac{2^{\frac{p}{2}} p^{p} C_{p}}{e^{p} s^{p} \varepsilon}$. That is $a^{\frac{1}{p}}=\frac{2^{\frac{1}{2}} p C_{p}^{\frac{1}{p}}}{e s \varepsilon^{\frac{1}{p}}}$. Let us find the minimum of the function $\psi(l)=a^{l}\left(l^{p}\right)^{l}$ regarding $l$. One can easily check that $l^{*}=\frac{1}{e a^{\frac{1}{p}}}$ is a point in which this function reaches its minimum.

Then

$$
\begin{aligned}
2 L_{0}(s) \psi\left(l^{*}\right) & =2 L_{0}(s) a^{\frac{1}{e a^{\frac{1}{p}}}} \cdot\left(\frac{1}{e a^{\frac{1}{p}}}\right)^{p \cdot \frac{1}{e a^{\frac{1}{p}}}}=2 L_{0}(s) a^{\frac{1}{e^{\frac{1}{p}}}} \cdot a^{-\frac{1}{e a^{\frac{1}{p}}}} \cdot e^{-\frac{p}{e a^{\frac{1}{p}}}} \\
& =2 L_{0}(s) \exp \left\{-\frac{p e s \varepsilon^{\frac{1}{p}}}{2^{\frac{1}{2}} p e C_{p}^{\frac{1}{p}}}\right\}=2 L_{0}(s) \exp \left\{-\frac{s \varepsilon^{\frac{1}{p}}}{2^{\frac{1}{2}} C_{p}^{\frac{1}{p}}}\right\} \\
& =\frac{2}{\sqrt{1-s}} \exp \left\{-s\left(\frac{1}{2}+\frac{\varepsilon^{1 / p}}{2^{\frac{1}{2}} C_{p}^{\frac{1}{p}}}\right)\right\} .
\end{aligned}
$$

In turn, minimizing $\theta(s)=\frac{2}{\sqrt{1-s}} \exp \left\{-s\left(\frac{1}{2}+\frac{\varepsilon^{1 / p}}{2^{\frac{1}{2}} C_{p}^{\frac{1}{p}}}\right)\right\}$ in $s$, we deduce $s^{*}=1-\frac{1}{1+\frac{\sqrt{2} \varepsilon^{1 / p}}{C_{p}^{1 / p}}}$. Thus

$$
\theta\left(s^{*}\right)=2 \sqrt{1+\frac{\varepsilon^{1 / p} \sqrt{2}}{C_{p}^{\frac{1}{p}}}} \exp \left\{-\frac{\varepsilon^{\frac{1}{p}}}{\sqrt{2} C_{p}^{\frac{1}{p}}}\right\} .
$$

From the fact that $l^{*} \geqslant 1$ it follows that inequality (1.19) holds if $\frac{1}{e a^{\frac{1}{p}}}=$ $\frac{s \varepsilon^{1 / p}}{\sqrt{2} p C_{p}^{1 / p}} \geqslant 1$. Substituting in this expression the value of $s^{*}$ we obtain the following inequality $\varepsilon^{2 / p} \geqslant p C_{p}^{1 / p}\left(C_{p}^{1 / p}+\sqrt{2} \varepsilon^{1 / p}\right)$. Solving this inequality with respect to $\varepsilon$ and taking into account that $\varepsilon>0$ we deduce that inequality (1.19) holds when $\varepsilon \geqslant\left(\frac{p}{\sqrt{2}}+\sqrt{\left(\frac{p}{2}+1\right) p}\right)^{p} C_{p}$. The theorem is proved.

## Chapter 2

## The construction of the model of Gaussian

## stochastic processes with a certain accuracy and reliability.

Stochastic processes are widely used in various fields of science. With the help of stochastic processes can be described many phenomena in the environment. In order to effectively study of all necessary qualitative and quantitative properties and characteristics of the process in the theory of stochastic processes was decided to construct their models. During the twentieth century a number of simulation methods have been developed, among them the method of minimal transformation, canonical representations, autoregression, and others like that. However, in 1978 Mikhailov in [96] proposed a somewhat new approach to the construction of models. This method took the name of the method of partition and randomization of the spectrum. In the paper [131], this method was modified and applied for the construction of models of Gaussian nonstationary stochastic processes and fields. The advantage of this method is that the constructed models are sub-Gaussian. In addition, with this method, the covariance functions of the models and the covariance functions of the processes are almost identical.

The first part of this chapter contains the construction of model of the Gaussian stochastic process. In addition to constructing models of Gaussian stochastic processes, in this chapter we also investigated the accuracy and reliability of these models in the different functional spaces. The accuracy and reliability of the constructed models are mainly investigated in the papers by Kozachenko and his students. The results presented in this chapter were published in the papers [131] and [85].

### 2.1. Constructing a model of Gaussian stochastic process

Let $\{\Omega, \mathbf{B}, \mathcal{P}\}$ be a standart, fixed probability space, $\mathbb{T}$ be a parametric set. Let $\xi=\{\xi(t), t \in \mathbb{T}\}$ be a zero-mean real-valued Gaussian stochastic process. The covariance function of the process is defined as

$$
R(t, s)=\int_{0}^{\infty} g(t, \lambda) g(s, \lambda) d F(\lambda),
$$

where $F(\lambda)$ is a distribution function. According to the Karhunen theorem [40], the process $\xi$ can be represented as follows

$$
\begin{equation*}
\xi(t)=\int_{0}^{\infty} g(t, \lambda) d \eta(\lambda) \tag{2.1}
\end{equation*}
$$

where $\eta(\lambda)$ is a Gaussian process with independent increments, such that $\mathrm{E}(\eta(b)-\eta(c))^{2}=F(b)-F(c), b>c$, and $\mathrm{E} \eta(\lambda)=0$.

Let $L>0$ be a given real number. We consider such partition $\Lambda=$ $\left\{\lambda_{0}, \ldots, \lambda_{N}\right\}$ of the set $[0, \infty]$ that $\lambda_{0}=0, \lambda_{k}<\lambda_{k+1}, \lambda_{N-1}=L, \lambda_{N}=+\infty$. For this partition we can write

$$
\xi(t)=\sum_{k=0}^{N-1} \int_{\lambda_{k}}^{\lambda_{k+1}} g(t, \lambda) d \eta(\lambda)
$$

As a model for the process $\xi$ we consider

$$
\begin{equation*}
\xi_{\Lambda}(t)=\sum_{k=0}^{N-1} \eta_{k} g\left(t, \zeta_{k}\right) \tag{2.2}
\end{equation*}
$$

where $\eta_{k}$ and $\zeta_{k}$ are independent random variables, $\eta_{k}$ are such Gaussian random variables that $\mathrm{E} \eta_{k}=0, \mathrm{E} \eta_{k}^{2}=F\left(\lambda_{k+1}\right)-F\left(\lambda_{k}\right)=b_{k}^{2} ; \zeta_{k}, k=$ $0, \ldots, N-2$ are random variables taking values on the segments $\left[\lambda_{k} ; \lambda_{k+1}\right]$, $\zeta_{N-1}=L$ and if $b_{k}^{2}>0$, then

$$
F_{k}(\lambda)=P\left\{\zeta_{k}<\lambda\right\}=\frac{F(\lambda)-F\left(\lambda_{k}\right)}{F\left(\lambda_{k+1}\right)-F\left(\lambda_{k}\right)}
$$

If $b_{k}^{2}=0$, then $\zeta_{k}=0$ with probability one. For the sake of simplicity we assume that $b_{k}^{2}>0, k=0,1, \ldots, N$.

This model is a zero-mean process

$$
\mathrm{E} \xi_{\Lambda}(t)=\mathrm{E} \sum_{k=0}^{N-1} \eta_{k} g\left(t, \zeta_{k}\right)=\sum_{k=0}^{N-1} \mathrm{E} \eta_{k} \mathrm{E} g\left(t, \zeta_{k}\right)=0
$$

Covariance function of the process $\xi_{\Lambda}(t)$ is almost the same as covariance function of the process $\xi(t)$, namely at a certain choice of $\Lambda$, covariance function of the process $\xi_{\Lambda}(t)$ can be made arbitrarily close to the covariance function of $\xi(t)$.

Putting $\eta_{k}=\int_{\lambda_{k}}^{\lambda_{k+1}} d \eta(\lambda)$ we consider the following difference

$$
\begin{array}{r}
\eta_{\Lambda}(t)=\xi(t)-\xi_{\Lambda}(t)=\sum_{k=0}^{N-1} \int_{\lambda_{k}}^{\lambda_{k+1}} g(t, \lambda) d \eta(\lambda)-\sum_{k=0}^{N-1} \int_{\lambda_{k}}^{\lambda_{k+1}} g\left(t, \zeta_{k}\right) d \eta(\lambda)= \\
=\sum_{k=0}^{N-1} \int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)\right) d \eta(\lambda) \tag{2.3}
\end{array}
$$

Let the following condition hold for the function $g(t, \lambda)$

$$
\begin{equation*}
|g(t, \lambda)-g(t, u)| \leqslant S(|u-\lambda|) \cdot Z(t) \tag{2.4}
\end{equation*}
$$

where $Z(t), t \in \mathbb{T}$ is some continuous function and $S(\lambda), \lambda \in \mathbb{R}$ monotone increases, such that $S(\lambda) \rightarrow 0$ as $\lambda \rightarrow 0$.
Lemma 2.1. Let condition (2.4) holds for a function $g(t, \lambda)$. Then we have

$$
\begin{aligned}
& E\left(\int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)\right) d \eta(\lambda)\right)^{2 m+1}=0, \\
& E\left(\int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)\right) d \eta(\lambda)\right)^{2 m} \leqslant \\
\leqslant & \frac{(2 m)!}{2^{m} \cdot m!} Z^{2 m}(t) E\left(\int_{\lambda_{k}}^{\lambda_{k+1}} S^{2}\left(\left|\lambda-\zeta_{k}\right|\right) d F(\lambda)\right)^{m}
\end{aligned}
$$

Proof. Since for a zero-mean Gaussian random variable $\xi$ it is

$$
\mathrm{E} \xi=0, \mathrm{E} \xi^{2 m+1}=0, \mathrm{E} \xi^{2 k}=\frac{(2 k)!}{2^{k} \cdot k!} \sigma^{2 k}
$$

and the random variables $\zeta_{k}$ are independent of $\eta(\lambda)$, then by the Fubini's theorem ( $\mathrm{E}_{\zeta_{k}}$ is a conditional expectation with respect to $\zeta_{k}$ ):

$$
\begin{aligned}
& \mathrm{E}\left(\int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)\right) d \eta(\lambda)\right)^{2 m}= \\
&=\mathrm{EE}_{\zeta_{k}}\left(\int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)\right) d \eta(\lambda)\right)^{2 m}=
\end{aligned}
$$

$$
\begin{aligned}
=\frac{(2 m)!}{2^{m} \cdot m!} \mathrm{E} & \left(\int_{\lambda_{k}}^{\lambda_{k+1}}\left|g(t, \lambda)-g\left(t, \zeta_{k}\right)\right|^{2} d F(\lambda)\right)^{m} \leqslant \\
& \leqslant \frac{(2 m)!}{2^{m} \cdot m!} \mathrm{E}\left(\int_{\lambda_{k}}^{\lambda_{k+1}} S^{2}\left(\left|\lambda-\zeta_{k}\right|\right) Z^{2}(t) d F(\lambda)\right)^{m}= \\
& =\frac{(2 m)!}{2^{m} \cdot m!} Z^{2 m}(t) \mathrm{E}\left(\int_{\lambda_{k}}^{\lambda_{k+1}} S^{2}\left(\left|\lambda-\zeta_{k}\right|\right) d F(\lambda)\right)^{m}
\end{aligned}
$$

which finishes the proof.

Theorem 2.1. The stochastic process $\xi(t)-\xi_{\Lambda}(t)$ is sub-Gaussian and the following inequality holds

$$
\begin{aligned}
& \tau\left(\xi(t)-\xi_{\Lambda}(t)\right) \leqslant \\
& \quad \leqslant Z(t)\left[\sum_{k=0}^{N-2} b_{k}^{2} \sup _{m \geqslant 1}\left(E S^{2 m}\left(\left|\zeta_{k}-\zeta_{k}^{*}\right|\right)\right)^{\frac{1}{m}}+\int_{L}^{\infty} S^{2}(|\lambda-L|) d F(\lambda)\right]^{\frac{1}{2}}
\end{aligned}
$$

where $b_{k}^{2}=F\left(\lambda_{k+1}\right)-F\left(\lambda_{k}\right)$ and $\zeta_{k}^{*}$ are random variables independent of $\zeta_{k}$ but with the same distribution as $\zeta_{k}$.

Proof. Using the Lemma 2.1 for $k \leqslant N-2$ we obtain

$$
\begin{aligned}
& \tau^{2}\left(\int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)\right) d \eta(\lambda)\right) \leqslant \theta^{2}\left(\int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)\right) d \eta(\lambda)\right) \leqslant \\
& \quad \leqslant \sup _{m \geqslant 1} b_{k}^{2} Z^{2}(t)\left(\mathrm{E}\left(\int_{\lambda_{k}}^{\lambda_{k+1}} S^{2}\left(\left|\lambda-\zeta_{k}\right|\right) d F_{k}(\lambda)\right)^{m}\right)^{\frac{1}{m}}= \\
& \quad=\sup _{m \geqslant 1} b_{k}^{2} Z^{2}(t)\left(\int_{\lambda_{k}}^{\lambda_{k+1}}\left(\int_{\lambda_{k}}^{\lambda_{k+1}} S^{2}(|\lambda-u|) d F_{k}(\lambda)\right)^{m} d F_{k}(u)\right)^{\frac{1}{m}} .
\end{aligned}
$$

In the case when $k=N-1$ we have

$$
\begin{gathered}
\tau^{2}\left(\int_{L}^{\infty}(g(t, \lambda)-g(t, L)) d \eta(\lambda)\right) \leqslant \theta^{2}\left(\int_{L}^{\infty}(g(t, \lambda)-g(t, L)) d \eta(\lambda)\right) \leqslant \\
\leqslant \sup _{m \geqslant 1}\left[\frac{2^{m} m!}{(2 m)!} \mathrm{E}\left(\int_{L}^{\infty}(g(t, \lambda)-g(t, L)) d \eta(\lambda)\right)^{2 m}\right]^{\frac{1}{m}} \leqslant \\
\leqslant \sup _{m \geqslant 1}\left[\left(\int_{L}^{\infty}|g(t, \lambda)-g(t, L)|^{2} d F(\lambda)\right)^{m}\right]^{\frac{1}{m}} \leqslant Z^{2}(t) \int_{L}^{\infty} S^{2}(|\lambda-L|) d F(\lambda) .
\end{gathered}
$$

Lemma 1.3 implies that $\int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)\right) d \eta(\lambda)$ are sub-Gaussian random variables.

Since the terms in the sum (2.3) for different $k$ are independent, so from the last equality we have

$$
\begin{aligned}
& \tau^{2}\left(\xi(t)-\xi_{\Lambda}(t)\right) \leqslant \\
& \leqslant Z^{2}(t) \sum_{k=0}^{N-2} b_{k}^{2} \sup _{m \geqslant 1}\left(\int_{\lambda_{k}}^{\lambda_{k+1}}\left(\int_{\lambda_{k}}^{\lambda_{k+1}} S^{2}(|\lambda-u|) d F_{k}(\lambda)\right)^{m} d F_{k}(u)\right)^{\frac{1}{m}}+ \\
& \\
& \quad+Z^{2}(t) \int_{L}^{\infty} S^{2}(|\lambda-L|) d F(\lambda) .
\end{aligned}
$$

Then, from the Fubini's theorem and the Lyapunov inequality we obtain

$$
\begin{aligned}
& \tau\left(\xi(t)-\xi_{\Lambda}(t)\right) \leqslant \\
& \begin{aligned}
& \leqslant Z(t)\left[\sum_{k=0}^{N-2} \sup _{m \geqslant 1} b_{k}^{2}\left(\int_{\lambda_{k}}^{\lambda_{k+1}}\left(\int_{\lambda_{k}}^{\lambda_{k+1}} S^{2}(|\lambda-u|) d F_{k}(\lambda)\right)^{m} d F_{k}(u)\right)^{\frac{1}{m}}+\right. \\
&\left.+\int_{L}^{\infty} S^{2}(|\lambda-L|) d F(\lambda)\right]^{\frac{1}{2}}= \\
&= Z(t)\left[\sum_{k=0}^{N-2} \sup _{m \geqslant 1} b_{k}^{2}\left(\mathrm{E}_{\zeta_{k}^{*}}\left(\mathrm{E}_{\zeta_{k}} S^{2}\left(\left|\zeta_{k}-\zeta_{k}^{*}\right|\right)\right)^{m}\right)^{\frac{1}{m}}+\right.
\end{aligned}
\end{aligned}
$$

$$
\begin{aligned}
& \left.+\int_{L}^{\infty} S^{2}(|\lambda-L|) d F(\lambda)\right]^{\frac{1}{2}} \leqslant \\
& \leqslant Z(t)\left[\sum_{k=0}^{N-2} \sup _{m \geqslant 1} b_{k}^{2}\left(\mathrm{E}_{\zeta_{k}^{*}} \mathrm{E}_{\zeta_{k}} S^{2 m}\left(\left|\zeta_{k}-\zeta_{k}^{*}\right|\right)\right)^{\frac{1}{m}}+\int_{L}^{\infty} S^{2}(|\lambda-L|) d F(\lambda)\right]^{\frac{1}{2}} \leqslant \\
& \quad \leqslant Z(t)\left[\sum_{k=0}^{N-2} b_{k}^{2} \sup _{m \geqslant 1}\left(\mathrm{E} S^{2 m}\left(\left|\zeta_{k}-\zeta_{k}^{*}\right|\right)\right)^{\frac{1}{m}}+\int_{L}^{\infty} S^{2}(|\lambda-L|) d F(\lambda)\right]^{\frac{1}{2}}
\end{aligned}
$$

which is the desired statement.

Corollary 2.1. If for all $\lambda, u \in \mathbb{R}_{+}$there exists an absolute constant $C>0$ so, that

$$
\sup _{t \in \mathbb{T}}|g(t, \lambda)-g(t, u)| \leqslant C
$$

then we have

$$
\begin{gathered}
\tau\left(\xi(t)-\xi_{\Lambda}(t)\right) \leqslant \\
\leqslant Z(t)\left[\sum_{k=0}^{N-2} b_{k}^{2} \sup _{m \geqslant 1}\left(E S^{2 m}\left(\left|\zeta_{k}-\zeta_{k}^{*}\right|\right)\right)^{\frac{1}{m}}+C^{2}(F(+\infty)-F(L))\right]^{\frac{1}{2}}
\end{gathered}
$$

where $b_{k}^{2}$ and $\zeta_{k}^{*}$ remain the same as in the previous Theorem 2.1.

Example 2.1. Let covariance function of stochastic process $\xi$ have the following form

$$
R(t, s)=\int_{0}^{\infty} \cos t \lambda \cos s \lambda d F(\lambda)
$$

i.e. $g(t, \lambda)=\cos (t \lambda)$. Then $\xi(t)=\int_{0}^{\infty} \cos t \lambda d \eta(\lambda)$ is a zero-mean real-valued Gaussian stochastic process, where $\eta(\lambda)$ is a Gaussian process with independent increments, $\mathbf{E}(\eta(b)-\eta(c))^{2}=F(b)-F(c), b>c . \mathbf{E} \eta(\lambda)=0$.

Consider the following straightforward estimate:

$$
\begin{aligned}
|\cos t \lambda-\cos t u|^{2}=\left|2 \sin \frac{t(\lambda-u)}{2} \sin \frac{t(\lambda+u)}{2}\right|^{2} & \leqslant \\
\leqslant\left|2 \sin \frac{t(u-\lambda)}{2}\right|^{2} & \leqslant 2^{2(1-\alpha)} t^{2 \alpha}|u-\lambda|^{2 \alpha}
\end{aligned}
$$

where $0<\alpha \leqslant 1$.
By virtue of Theorem 2.1 and Corollary 2.1 and taking into account that the functions $Z(t)=2^{(1-\alpha)} t^{\alpha}, S(\lambda)=\lambda^{\alpha}$, while $C=2$ we obtain the following inequality

$$
\tau^{2}\left(\xi(t)-\xi_{\Lambda}(t)\right) \leqslant 2^{2(1-\alpha)} t^{2 \alpha} \sum_{k=0}^{N-2} b_{k}^{2}\left|\lambda_{k+1}-\lambda_{k}\right|^{2 \alpha}+4(F(+\infty)-F(L))
$$

Example 2.2. Consider the covariance function of stochastic process $\xi$ which have the following form

$$
R(t, s)=\int_{0}^{\infty} J_{l}(t \lambda) J_{l}(s \lambda) d F(\lambda)
$$

i.e. $g(t, \lambda)=J_{l}(t \lambda)$, where $J_{l}(t \lambda)=\frac{1}{\pi} \int_{0}^{\pi} \cos (l \varphi-t \lambda \sin \varphi) d \varphi$ is the integral representation of the Bessel functions of the first kind.

Then $\xi(t)=\int_{0}^{\infty} J_{l}(t \lambda) d \eta(\lambda)$ is a zero-mean real-valued Gaussian stochastic process, where $\eta(\lambda)$ is a Gaussian process with independent increments, $\mathbf{E}(\eta(b)-\eta(c))^{2}=F(b)-F(c), b>c . \mathbf{E} \eta(\lambda)=0$.

Let us find the estimate for the squared difference

$$
\Delta_{J}(\lambda, u)=\left|J_{l}(t \lambda)-J_{l}(t u)\right|^{2} .
$$

By direct calculations we get

$$
\begin{gathered}
\Delta_{J}(\lambda, u)=\frac{1}{\pi^{2}}\left|\int_{0}^{\pi} 2 \sin \left(\frac{2 l \varphi-t(\lambda+u) \sin \varphi}{2}\right) \sin \left(\frac{t(u-\lambda) \sin \varphi}{2}\right) d \varphi\right|^{2} \leqslant \\
\leqslant \frac{1}{\pi^{2}} \int_{0}^{\pi}\left|2 \sin \frac{t(u-\lambda) \sin \varphi}{2}\right|^{2} d \varphi \leqslant
\end{gathered}
$$

$$
\leqslant \frac{1}{\pi^{2}} \int_{0}^{\pi} t^{2}|u-\lambda|^{2} \sin ^{2} \varphi d \varphi=\frac{t^{2}}{\pi}|u-\lambda|^{2}
$$

Applying Theorem 2.1 and Corollary 2.1 and having in mind that $Z(t)=$ $\frac{t}{\sqrt{\pi}}, S(\lambda)=\lambda$ and $C=1$, we arrive at the following inequality

$$
\tau^{2}\left(\xi(t)-\xi_{\Lambda}(t)\right) \leqslant \frac{1}{\pi} t^{2} \sum_{k=0}^{N-2} b_{k}^{2}\left|\lambda_{k+1}-\lambda_{k}\right|^{2}+(F(+\infty)-F(L))
$$

### 2.2. Accuracy and reliability the model for Gaussian stochastic process in space $L_{p}(\mathbb{T}), p \geqslant 1$

Definition 2.1. [72] A stochastic process $\xi_{\Lambda}(t)$ approximates the process $\xi(t)$ with reliability $(1-\delta), 0<\delta<1$ and accuracy $\varepsilon>0$ in $L_{p}(\mathbb{T})$, if the partition $\Lambda$ is such that the following inequality holds

$$
\mathbf{P}\left\{\left(\int_{0}^{T}\left|\xi(t)-\xi_{\Lambda}(t)\right|^{p} d t\right)^{\frac{1}{p}}>\varepsilon\right\} \leqslant \delta
$$

Theorem 2.2. [53] Suppose that $\xi=\{\xi(t), t \in \mathbb{T}\}$ is a sub-Gaussian stochastic process, $\mathbb{E} \xi(t)=0$, $\tau^{2}(t)=\tau^{2}(\xi(t))=\mathbb{E}(\xi(t))^{2}$. Suppose there exists an integral $\int_{T}\left(\mathbb{E}(\xi(t))^{2}\right)^{\frac{p}{2}} d t<\infty, p \geqslant 1$. Then the integral $\int_{\mathbb{T}}|\xi(t)|^{p}$ $d t<\infty$, exists with probability 1 and for all $\varepsilon$ such that $\varepsilon>c_{p}^{\frac{1}{p}} p^{\frac{1}{2}}$, where $c_{p}=\int_{\mathbb{T}}\left(\mathbb{E}(\xi(t))^{2}\right)^{\frac{p}{2}} d t$ the inequality holds true

$$
\mathbf{P}\left\{\|\xi(t)\|_{L_{p}}>\varepsilon\right\} \leqslant 2 \exp \left\{-\frac{\varepsilon^{2}}{2 c_{p}^{\frac{2}{p}}}\right\} .
$$

Theorem 2.3. Suppose that the partition $\Lambda$ in the model $\xi_{\Lambda}(t)$ is such that

$$
\int_{\mathbb{T}}\left(\tau\left(\xi(t)-\xi_{\Lambda}(t)\right)\right)^{p} d t \leqslant \frac{\varepsilon^{p}}{\max \left(p^{\frac{p}{2}},\left(2 \ln \frac{2}{\delta}\right)^{\frac{p}{2}}\right)}
$$

Then this model approximates the Gaussian process $\xi(t)$ with accuracy $\varepsilon>0$ and reliability $1-\delta, 0<\delta<1$ in the space $L_{p}(\mathbb{T}), p \geqslant 1$.

Proof. If $\varepsilon>\left(\int_{\mathbb{T}}\left(\tau\left(\xi(t)-\xi_{\Lambda}(t)\right)\right)^{p} d t\right)^{\frac{1}{p}} \cdot p^{\frac{1}{2}}$, then according to the Theorem 2.2 and Definition 2.1 we have

$$
\mathbf{P}\left\{\left\|\xi(t)-\xi_{\Lambda}(t)\right\|_{L_{p}}>\varepsilon\right\} \leqslant 2 \exp \left\{-\frac{\varepsilon^{2}}{2 c_{p}^{\frac{2}{p}}}\right\} \leqslant \delta,
$$

where $c_{p}=\int_{\mathbb{T}}\left(\tau\left(\xi(t)-\xi_{\Lambda}(t)\right)\right)^{p} d t$.
And then the last inequality is true if the following condition holds

$$
\int_{T}\left(\tau\left(\xi(t)-\xi_{\Lambda}(t)\right)\right)^{p} d t \leqslant \frac{\varepsilon^{p}}{\left(2 \ln \frac{2}{\delta}\right)^{\frac{p}{2}}},
$$

which finishes the proof.

Example 2.3. Let $F(\lambda)$ in Example 2.1 be such that $F(+\infty)=1, F(L)=$ $1-\frac{1}{1+L^{\alpha}}, 0 \leqslant \alpha \leqslant 1, \mathbb{T}=[0, T]$.

With the aid of the Corollary 2.1 we get

$$
\tau^{2}\left(\xi(t)-\xi_{\Lambda}(t)\right) \leqslant 2^{2(1-\alpha)} t^{2 \alpha} \sum_{k=0}^{N-2} b_{k}^{2}\left|\lambda_{k+1}-\lambda_{k}\right|^{2 \alpha}+4(F(+\infty)-F(L))
$$

Letting $\left|\lambda_{k+1}-\lambda_{k}\right|=\frac{L}{N-1}$ we conclude

$$
\begin{gathered}
\tau^{2}\left(\xi(t)-\xi_{\Lambda}(t)\right) \leqslant 2^{2(1-\alpha)} t^{2 \alpha} F(L)\left(\frac{L}{N-1}\right)^{2 \alpha}+4(F(+\infty)-F(L)) \leqslant \\
\leqslant 4\left(\frac{t L}{2(N-1)}\right)^{2 \alpha}+\frac{4}{1+L^{\alpha}},
\end{gathered}
$$

hence

$$
\tau\left(\xi(t)-\xi_{\Lambda}(t)\right) \leqslant 2\left[\left(\frac{t L}{2(N-1)}\right)^{2 \alpha}+\frac{1}{1+L^{\alpha}}\right]^{\frac{1}{2}}
$$

Next, minimize $y_{1}(L)=2\left[\left(\frac{t L}{2(N-1)}\right)^{2 \alpha}+\frac{1}{1+L^{\alpha}}\right]^{\frac{1}{2}}$ with respect to $L$; it
follows that argument minimum is $y_{1}\left(L_{0}\right)$,

$$
L_{0}=\frac{1}{2^{\frac{1}{3 \alpha}}}\left(\frac{2(N-1)}{t}\right)^{\frac{2}{3}}
$$

Then

$$
\begin{aligned}
\tau\left(\xi(t)-\xi_{\Lambda}(t)\right) \leqslant 2[ & \left(\frac{t}{2(N-1)}\right)^{2 \alpha} \frac{1}{\sqrt[3]{4}}\left(\frac{2(N-1)}{t}\right)^{\frac{4 \alpha}{3}}+ \\
& \left.+\sqrt[3]{2}\left(\frac{t}{2(N-1)}\right)^{\frac{2 \alpha}{3}}\right]^{\frac{1}{2}}=\frac{2 \sqrt{3}}{\sqrt[3]{2}}\left(\frac{t}{2(N-1)}\right)^{\frac{\alpha}{3}}
\end{aligned}
$$

Hence

$$
\begin{aligned}
\int_{0}^{T}\left(\tau\left(\xi(t)-\xi_{\Lambda}(t)\right)\right)^{p} d t \leqslant\left(\frac{2 \sqrt{3}}{\sqrt[3]{2}}\right)^{p} & \left(\frac{1}{2(N-1)}\right)^{\frac{\alpha p}{3}} \int_{0}^{T} t^{\frac{\alpha p}{3}} d t= \\
& =\left(\frac{2 \sqrt{3}}{\sqrt[3]{2}}\right)^{p}\left(\frac{1}{2(N-1)}\right)^{\frac{\alpha p}{3}} \frac{T^{\frac{\alpha p}{3}+1}}{\frac{\alpha p}{3}+1}
\end{aligned}
$$

Hence, by Theorem 2.3, the inequality

$$
\int_{\mathbb{T}}\left(\tau\left(\xi(t)-\xi_{\Lambda}(t)\right)\right)^{p} d t \leqslant \frac{\varepsilon^{p}}{\max \left(p^{\frac{p}{2}},\left(2 \ln \frac{2}{\delta}\right)^{\frac{p}{2}}\right)}
$$

follows, when $N$ satisfies

$$
\begin{equation*}
N \geqslant \frac{1}{2}\left(\frac{T^{\frac{\alpha p}{3}+1}(2 \sqrt{3})^{p} \cdot \max \left(p^{\frac{p}{2}},\left(\ln \frac{2}{\delta}\right)^{\frac{p}{2}}\right)}{\sqrt[3]{2^{p}}\left(\frac{\alpha p}{3}+1\right) \varepsilon^{p}}\right)^{\frac{3}{\alpha p}}+1 \tag{2.5}
\end{equation*}
$$

Thus the model $\xi_{\Lambda}(t)$ approximate process $\xi(t)$ with reliability $1-\delta, 0<$ $\delta<1$ and accuracy $\varepsilon>0$ in the space $L_{p}(\mathbb{T})$, if the relationship (2.5) holds.

Example 2.4. Let $\xi_{\Lambda}(t)=\sum_{k=0}^{N-1} \eta_{k} \cos \left(t \zeta_{k}\right)$ is the model from the Example 2.1 and let the partition $\Lambda$ is such that $\left|\lambda_{k+1}-\lambda_{k}\right|=\frac{L}{N-1}$, when $0 \leqslant \alpha \leqslant 1$
we have

$$
\tau^{2}\left(\xi(t)-\xi_{\Lambda}(t)\right) \leqslant 2^{2(1-\alpha)} t^{2 \alpha} F(L)\left(\frac{L}{N-1}\right)^{2 \alpha}+4(F(+\infty)-F(L))
$$

Namely

$$
\begin{aligned}
& \int_{0}^{T}\left(\tau\left(\xi(t)-\xi_{\Lambda}(t)\right)\right)^{p} d t \leqslant \\
& \quad \leqslant \int_{0}^{T}\left(2^{2(1-\alpha)} t^{2 \alpha} F(L)\left(\frac{L}{N-1}\right)^{2 \alpha}+4(F(+\infty)-F(L))\right)^{\frac{p}{2}} d t \leqslant \\
& \leqslant \int_{0}^{T}\left(2^{p(1-\alpha)} D_{p}(F(L))^{\frac{p}{2}}\left(\frac{L}{N-1}\right)^{p \alpha} t^{p \alpha}+4^{\frac{p}{2}} D_{p}(F(+\infty)-F(L))^{\frac{p}{2}}\right) d t= \\
& =2^{p(1-\alpha)} D_{p}(F(L))^{\frac{p}{2}}\left(\frac{L}{N-1}\right)^{p \alpha} \frac{T^{p \alpha+1}}{p \alpha+1}+4^{\frac{p}{2}} D_{p} T(F(+\infty)-F(L))^{\frac{p}{2}},
\end{aligned}
$$

where $D_{p}=\left\{\begin{array}{cc}1, & \text { as } 0<\frac{p}{2} \leqslant 1, \\ 2^{\frac{p}{2}-1}, & \text { as } \frac{p}{2}>1\end{array}\right.$.
The inequality from Theorem 2.3 holds, when $N$ satisfies

$$
N \geqslant \frac{2^{\frac{1-\alpha}{\alpha}} D_{p}^{\frac{1}{p \alpha}} L \cdot T^{1+\frac{1}{p \alpha}}(F(L))^{\frac{1}{2 \alpha}}}{(1+p \alpha)^{\frac{1}{p \alpha}}\left(\frac{\varepsilon^{p}}{\max \left(p^{\frac{p}{2}},\left(2 \ln \frac{2}{\delta}\right)^{\frac{p}{2}}\right)}-4^{\frac{p}{2}} D_{p} T\left(F(+\infty)-F(L)^{\frac{p}{2}}\right)^{\frac{1}{p \alpha}}\right.} .
$$

Let in the Gaussian stochastic process $\xi(t)=\int_{0}^{\infty} \cos t \lambda d \eta(\lambda)$ function $F(\lambda)$ defined as follows $F(\lambda)=1-\frac{1}{1+\lambda^{3}}$, then using for the $N$ previous inequality when $p=4, \alpha=1, T=1, \delta=0,01$ and $\varepsilon=0,06$ we get

$$
N \geqslant \sqrt{2} L \frac{\left(\left(1-\frac{1}{1+L^{3}}\right) \ln 200\right)^{\frac{1}{2}}}{\left(0,0000324-320\left(\frac{\ln 200}{1+L^{3}}\right)^{2}\right)^{\frac{1}{4}}}
$$

Using the software package Mathematica, we find that the minimum of this function with respect to $L$ equal to $N(29,746)=1458,486$, it is easy
to see in the next graph.


Figure 2.1. Graph of $N(L)=\sqrt{2} L \frac{{ }^{80}\left(\left(1-\frac{100}{1+L^{3}}\right) \ln 200\right)^{\frac{1}{2}}}{\left(0,0000324-320\left(\frac{\ln 200}{1+L^{3}}\right)^{2}\right)^{\frac{1}{4}}}$.

Namely, selecting the minimal partition $N=1459$, we can construct a model $\xi_{\Lambda}(t)$ that approximate the process $\xi(t)$ with reliability 0,99 and accuracy 0,06 in the space $L_{4}([0,1])$.


Figure 2.2. Implementation of Gaussian stochastic process, $F(\lambda)=1-\frac{1}{1+\lambda^{3}}$.

If for this Gaussian stochastic process we choose $F(\lambda)=1-\frac{1}{1+\lambda^{5}}$, and $p=2, \alpha=1, T=1, \delta=0,01, \varepsilon=0,06$, than the inequality for $N$ will have the following form

$$
N \geqslant \sqrt{\frac{2}{3}} L\left(\frac{\left(1-\frac{1}{1+L^{5}}\right) \ln 200}{0,0036-\frac{8 \ln 200}{1+L^{5}}}\right)^{\frac{1}{2}}
$$

In this case, minimizing the previous function with respect to $L$, using the software package Mathematica, we deduce that $N(8,3751)=310,405$.

Therefore, selecting the minimal partition $N=311$, we can construct

a model $\xi_{\Lambda}(t)$ that approximate the process $\xi(t)$ with reliability 0,99 and accuracy 0,06 in the space $L_{2}([0,1])$.


Figure 2.4. Implementation of Gaussian stochastic process, $F(\lambda)=1-\frac{1}{1+\lambda^{5}}$.

### 2.3. Accuracy and reliability of a model of Gaussian stochastic process in $C(\mathbb{T})$

Let $\mathbb{T}=[0, T]$ be a parametric set. Let $\xi=\{\xi(t), t \in \mathbb{T}\}$ be a zeromean real-valued Gaussian stochastic process. Let the image of the process represented by (2.1), and the model $\xi_{\Lambda}(t)$ defined in (2.2).

We assume that $\eta_{\Lambda}(t)=\xi(t)-\xi_{\Lambda}(t)$ represented similarly as in (2.3).
For any $t, s \in \mathbb{T}$ we consider the following difference

$$
\begin{equation*}
\eta_{\Lambda}(t)-\eta_{\Lambda}(s)=\sum_{k=0}^{N-1} \int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)-g(s, \lambda)+g\left(s, \zeta_{k}\right)\right) d \eta(\lambda) \tag{2.6}
\end{equation*}
$$

Assume that for $g(t, \lambda)$ the following conditions hold

$$
\begin{gather*}
|g(t, \lambda)-g(t, u)| \leqslant S(|\lambda-u|) \cdot Z(t)  \tag{2.7}\\
|g(t, \lambda)-g(t, u)-g(s, \lambda)+g(s, u)| \leqslant S_{1}(|\lambda-u|) \cdot\left|Z_{1}(t)-Z_{1}(s)\right| \tag{2.8}
\end{gather*}
$$ where $Z(t)$ and $Z_{1}(t)$ are some continuous functions, $S(\lambda), \lambda \in \mathbb{R}$ is a monotonically increasing function, such that $S(\lambda) \rightarrow 0$ when $\lambda \rightarrow 0$.

Example 2.5. Let $g(t, \lambda)$ be continuous, twice differentiable function on $t$ and on $\lambda$ and let $C(t)=\sup _{y \in[0, \Lambda]}\left|\frac{\partial g(t, y)}{\partial y}\right|<\infty$.

Consider the following difference

$$
|g(t, \lambda)-g(t, u)|=\left|\int_{u}^{\lambda} \frac{\partial g(t, y)}{\partial y} d y\right| \leqslant \int_{u}^{\lambda}\left|\frac{\partial g(t, y)}{\partial y}\right| d y \leqslant|\lambda-u| \cdot C(t) .
$$

Therefore, if we choose $Z(t)=C(t)$, then the function $g(t, \lambda)$ will satisfy the condition (2.7).

We will show that if there is such $C_{1}(T, L)$, which depends only from $T$ and $L$, and such that

$$
\begin{equation*}
\left|\frac{\partial^{2} g(t, \lambda)}{\partial t \partial \lambda}\right| \leqslant C_{1}(T, L), \tag{2.9}
\end{equation*}
$$

then the function $g(t, \lambda)$ satisfy the condition (2.8). Consider $\Delta=\{s \leqslant l \leqslant$ $t, u \leqslant y \leqslant \lambda\}$, where $s, t \in[0, T], \lambda, u \in[0, L]$. For definiteness we assume that $t>s, u>\lambda$. Then from the properties of multiple integrals and (2.9) the following condition holds

$$
\begin{aligned}
\mid g(t, \lambda)-g(t, u)-g(s, \lambda) & +g(s, u) \mid= \\
& =\left|\int_{\Delta} \int \frac{\partial^{2} g(l, y)}{\partial l \partial y} d l d y\right| \leqslant C_{1}(T, L)|t-s||u-\lambda| .
\end{aligned}
$$

Example 2.6. If $g(t, \lambda)=e^{-(t+v)^{2}}, 0<t \leqslant T, 0<v \leqslant L$, then one can easy to show (similarly as in the Example 2.5), that in this case the condition (2.7) holds.

We will prove the validity of condition (2.8)

$$
\begin{array}{r}
|g(t, \lambda)-g(t, u)-g(s, \lambda)+g(s, u)|=\left|\int_{u}^{\lambda} \frac{\partial g(t, v)}{\partial v} d v-\int_{u}^{\lambda} \frac{\partial g(s, v)}{\partial v} d v\right| \leqslant \\
\leqslant \int_{u}^{\lambda}\left|\frac{\partial g(t, v)}{\partial v}-\frac{\partial g(s, v)}{\partial v}\right| d v
\end{array}
$$

We will estimate the integrand expression

$$
\begin{gathered}
\left|\frac{\partial g(t, v)}{\partial v}-\frac{\partial g(s, v)}{\partial v}\right|=2\left|e^{-(t+v)^{2}}(t+v)-e^{-(s+v)^{2}}(s+v)\right|= \\
=2 \mid\left(e^{-(t+v)^{2}}(t+v)-e^{-(s+v)^{2}}(t+v)\right)+ \\
\quad+\left(e^{-(s+v)^{2}}(t+v)-e^{-(s+v)^{2}}(s+v)\right) \mid= \\
=2\left|(t+v)\left(e^{-(t+v)^{2}}-e^{-(s+v)^{2}}\right)+e^{-(s+v)^{2}}(t-s)\right| \leqslant \\
\leqslant 2\left((t+v) e^{-(t+v)^{2}}\left|1-e^{-\left((s+v)^{2}-(t+v)^{2}\right)}\right|+e^{-(s+v)^{2}}|t-s|\right) \leqslant \\
\leqslant 2\left((t+v) e^{-(t+v)^{2}}\left|(s+v)^{2}-(t+v)^{2}\right|+e^{-(s+v)^{2}}|t-s|\right) \leqslant \\
\leqslant 2((t+v)|t-s|(s+t+2 v)+|t-s|) \leqslant 2|t-s|\left(2(T+L)^{2}+1\right) .
\end{gathered}
$$

Hence,

$$
|g(t, \lambda)-g(t, u)-g(s, \lambda)+g(s, u)| \leqslant C_{1}(T, L)|\lambda-u| \cdot|t-s|,
$$

where $C_{1}(T, L)=2\left(2(T+L)^{2}+1\right)$.

In the following Lemma, we will be find estimates of moments, which will be used later to assess the accuracy of the simulation.
Lemma 2.2. If for the function $g(t, \lambda)$ the condition (2.8) holds, then for $m=0,1, \ldots$ the following relationships hold

$$
\mathbb{E}\left(\int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)-g(s, \lambda)+g\left(s, \zeta_{k}\right)\right) d \eta(\lambda)\right)^{2 m+1}=0,
$$

$\mathbb{E}\left(\int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)-g(s, \lambda)+g\left(s, \zeta_{k}\right)\right) d \eta(\lambda)\right)^{2 m} \leqslant$

$$
\leqslant \frac{(2 m)!}{2^{m} \cdot m!} \mathbb{E}\left(\int_{\lambda_{k}}^{\lambda_{k+1}} S_{1}^{2}\left(\left|\lambda-\zeta_{k}\right|\right)\left|Z_{1}(t)-Z_{1}(s)\right|^{2} d F(\lambda)\right)^{m}
$$

Proof. Since for a zero-mean Gaussian random variable $\xi \mathbb{E} \xi=0, \mathbb{E} \xi^{2 k+1}=$ $0, \mathbb{E} \xi^{2 k}=\frac{(2 k)!}{2^{k} \cdot k!} \sigma^{2 k}$ and the random variables $\zeta_{k}$ are independent of $\eta(\lambda)$, then by the Fubini's theorem and taking into account the condition (2.8) we obtoine $\left(\mathbb{E}_{\zeta_{k}}\right.$ is a conditional expectation with respect to $\left.\zeta_{k}\right)$ :

$$
\begin{aligned}
& \mathbb{E}\left(\int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)-g(s, \lambda)+g\left(s, \zeta_{k}\right)\right) d \eta(\lambda)\right)^{2 m} \leqslant \\
& \leqslant \frac{(2 m)!}{2^{m} \cdot m!} \mathbb{E}\left(\int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)-g(s, \lambda)+g\left(s, \zeta_{k}\right)\right)^{2} d F(\lambda)\right)^{m} \leqslant \\
& \quad \leqslant \frac{(2 m)!}{2^{m} \cdot m!} \mathbb{E}\left(\int_{\lambda_{k}}^{\lambda_{k+1}} S_{1}^{2}\left(\left|\lambda-\zeta_{k}\right|\right)\left|Z_{1}(t)-Z_{1}(s)\right|^{2} d F(\lambda)\right)^{m}
\end{aligned}
$$

We obtain the estimates for supremum of norm of the stochastic process. These estimates we will be used for research of the conditions of selecting partition $L$ such that the constructed model will be approximated the Gaussian process with a given accuracy and reliability.

Denote $\sigma_{0}=\sup _{0 \leqslant t \leqslant T} \tau\left(\eta_{\Lambda}(t)\right)$ and $\sigma(h)=\sup _{|t-s| \leqslant h} \tau\left(\eta_{\Lambda}(t)-\eta_{\Lambda}(s)\right)$.
Theorem 2.4. Let $\eta_{\Lambda}(t)$ be defined as in (2.3) and let

$$
\int_{L}^{\infty} S^{2}(|\lambda-L|) d F(\lambda)<\infty
$$

Then stochastic process $\eta_{\Lambda}(t)$ is sub-Gaussian and the following inequality holds

$$
\sigma_{0} \leqslant\left(\sum_{k=0}^{N-2} S^{2}\left(\left|\lambda_{k+1}-\lambda_{k}\right|\right)\left(F\left(\lambda_{k+1}\right)-F\left(\lambda_{k}\right)\right)+\right.
$$

$$
\left.+\int_{L}^{\infty} S^{2}(|\lambda-L|) d F(\lambda)\right)^{\frac{1}{2}} \cdot \sup _{0 \leqslant t \leqslant T}|Z(t)| .
$$

Proof. From Lemma 2.1 it follows that the conditions of Lemma 1.3 hold for $\int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)\right) d \eta(\lambda)$, that's why $\int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)\right) d \eta(\lambda) \in \operatorname{Sub}(\Omega)$ for all $k=0,2, \ldots, N-1$ and the following inequality takes place

$$
\begin{array}{r}
\tau\left(\int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)\right) d \eta(\lambda)\right) \leqslant \theta\left(\int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)\right) d \eta(\lambda)\right)= \\
=\sup _{m \geqslant 1}\left[\frac{2^{m} \cdot m!}{(2 m)!} \mathbb{E}\left(\int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)\right) d \eta(\lambda)\right)^{2 m}\right]^{\frac{1}{2 m}}
\end{array}
$$

Using the Lemma 2.1 we obtain the following inequality

$$
\begin{aligned}
& \mathbb{E}\left(\int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)\right) d \eta(\lambda)\right)^{2 m} \leqslant \\
& \quad \leqslant \frac{(2 m)!}{2^{m} \cdot m!}|Z(t)|^{2 m} \mathbb{E}\left(\int_{\lambda_{k}}^{\lambda_{k+1}} S^{2}\left(\left|\lambda-\zeta_{k}\right|\right) d F(\lambda)\right)^{m} \leqslant \\
& \leqslant \frac{(2 m)!}{2^{m} \cdot m!} b_{k}^{2 m}|Z(t)|^{2 m} \int_{\lambda_{k}}^{\lambda_{k+1}}\left(\int_{\lambda_{k}}^{\lambda_{k+1}} S^{2}(|\lambda-u|) d F_{k}(\lambda)\right)^{m} d F_{k}(u) \leqslant \\
& \quad \leqslant \frac{(2 m)!}{2^{m} \cdot m!}|Z(t)|^{2 m} S^{2 m}\left(\left|\lambda_{k+1}-\lambda_{k}\right|\right)\left(F\left(\lambda_{k+1}\right)-F\left(\lambda_{k}\right)\right)^{m}
\end{aligned}
$$

Then

$$
\begin{aligned}
& \tau\left(\int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)\right) d \eta(\lambda)\right) \leqslant \\
& \quad \leqslant \sup _{m \geqslant 1}\left[|Z(t)|^{2 m} S^{2 m}\left(\left|\lambda_{k+1}-\lambda_{k}\right|\right)\left(F\left(\lambda_{k+1}\right)-F\left(\lambda_{k}\right)\right)^{m}\right]^{\frac{1}{2 m}}= \\
& =|Z(t)| S\left(\left|\lambda_{k+1}-\lambda_{k}\right|\right)\left(F\left(\lambda_{k+1}\right)-F\left(\lambda_{k}\right)\right)^{\frac{1}{2}}
\end{aligned}
$$

Since $\int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)\right) d \eta(\lambda), k=1,2, \ldots, N-1$ are independent, then by Lemma 1.2 we obtained

$$
\tau^{2}\left(\sum_{k=0}^{N-1} \int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)\right) d \eta(\lambda)\right) \leqslant \sum_{k=0}^{N-1} \tau^{2}\left(\int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)\right) d \eta(\lambda)\right) .
$$

Hence,

$$
\begin{aligned}
\tau^{2}\left(\eta_{\Lambda}(t)\right) \leqslant \sum_{k=0}^{N-2}|Z(t)|^{2} S^{2}\left(\left|\lambda_{k+1}-\lambda_{k}\right|\right) & \left(F\left(\lambda_{k+1}\right)-F\left(\lambda_{k}\right)\right)+ \\
& +\int_{L}^{\infty}|Z(t)|^{2} S^{2}(|\lambda-L|) d F(\lambda)
\end{aligned}
$$

Namely

$$
\begin{aligned}
\tau\left(\eta_{\Lambda}(t)\right) \leqslant|Z(t)|\left(\sum_{k=0}^{N-2} S^{2}\left(\left|\lambda_{k+1}-\lambda_{k}\right|\right)\right. & \left(F\left(\lambda_{k+1}\right)-F\left(\lambda_{k}\right)\right)+ \\
& \left.+\int_{L}^{\infty} S^{2}(|\lambda-L|) d F(\lambda)\right)^{\frac{1}{2}}
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\sigma_{0} \leqslant\left(\sum_{k=0}^{N-2} S^{2}\left(\left|\lambda_{k+1}-\lambda_{k}\right|\right)\right. & \left(F\left(\lambda_{k+1}\right)-F\left(\lambda_{k}\right)\right)+ \\
& \left.+\int_{L}^{\infty} S^{2}(|\lambda-L|) d F(\lambda)\right)^{\frac{1}{2}} \sup _{0 \leqslant t \leqslant T}|Z(t)| .
\end{aligned}
$$

Corollary 2.2. Let the conditions of Theorem 2.4 hold and let the split $\Lambda=\left\{\lambda_{0}, \ldots, \lambda_{N}\right\}$ of the set $[0, \infty)$ be such that $\lambda_{0}=0, \lambda_{k}<\lambda_{k+1}, \lambda_{N-1}=$ $L, \lambda_{N}=\infty, \lambda_{k+1}-\lambda_{k}=\frac{L}{N-1}$, then

$$
\sigma_{0} \leqslant\left(S^{2}\left(\frac{L}{N-1}\right) F(L)+\int_{L}^{\infty} S^{2}(|\lambda-L|) d F(\lambda)\right)^{\frac{1}{2}} \cdot \sup _{0 \leqslant t \leqslant T}|Z(t)| .
$$

Theorem 2.5. Let $\eta_{\Lambda}(t)$ be a stochastic process defined as in (2.3) and let

$$
\int_{L}^{\infty} S_{1}^{2}(|\lambda-L|) d F(\lambda)<\infty .
$$

Then the following inequality holds

$$
\begin{aligned}
\sigma(h) \leqslant\left(\sum_{k=0}^{N-2} S_{1}^{2}(\mid\right. & \left.\lambda_{k+1}-\lambda_{k} \mid\right)\left(F\left(\lambda_{k+1}\right)-F\left(\lambda_{k}\right)\right)+ \\
& \left.+\int_{L}^{\infty} S_{1}^{2}(|\lambda-L|) d F(\lambda)\right)^{\frac{1}{2}} \cdot \sup _{|t-s| \leqslant h}\left|Z_{1}(t)-Z_{1}(s)\right|
\end{aligned}
$$

Proof. From Lemma 2.2 it follows that the conditions of Lemma 1.3 hold for $\int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)-g(s, \lambda)+g\left(s, \zeta_{k}\right)\right) d \eta(\lambda)$, that's why

$$
\int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)-g(s, \lambda)+g\left(s, \zeta_{k}\right)\right) d \eta(\lambda) \in \operatorname{Sub}(\Omega) .
$$

Since $\int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)-g(s, \lambda)+g\left(s, \zeta_{k}\right)\right) d \eta(\lambda), k=0,2, \ldots, N-1$ are independent, then by Lemma 1.2 and condition (2.6) we obtain

$$
\begin{aligned}
& \tau^{2}\left(\eta_{\Lambda}(t)-\eta_{\Lambda}(s)\right) \leqslant \\
& \quad \leqslant \sum_{k=0}^{N-1} \tau^{2}\left(\int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)-g(s, \lambda)+g\left(s, \zeta_{k}\right)\right) d \eta(\lambda)\right) \leqslant \\
& \quad \leqslant \sum_{k=0}^{N-1} \theta^{2}\left(\int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)-g(s, \lambda)+g\left(s, \zeta_{k}\right)\right) d \eta(\lambda)\right) .
\end{aligned}
$$

Hence, from Lemma 2.2

$$
\mathbb{E}\left(\int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)-g(s, \lambda)+g\left(s, \zeta_{k}\right)\right) d \eta(\lambda)\right)^{2 m} \leqslant
$$

$$
\begin{aligned}
& \leqslant \frac{(2 m)!}{2^{m} \cdot m!} \mathbb{E}\left(\int_{\lambda_{k}}^{\lambda_{k+1}} S_{1}^{2}\left(\left|\lambda-\zeta_{k}\right|\right)\left|Z_{1}(t)-Z_{1}(s)\right|^{2} d F(\lambda)\right)^{m} \leqslant \\
& \leqslant \frac{(2 m)!}{2^{m} \cdot m!} b_{k}^{2 m}\left(Z_{1}(t)-Z_{1}(s)\right)^{2 m} \int_{\lambda_{k}}^{\lambda_{k+1}}\left(\int_{\lambda_{k}}^{\lambda_{k+1}} S_{1}^{2}(|\lambda-u|) d F_{k}(\lambda)\right)^{m} d F_{k}(u) \leqslant \\
& \quad \leqslant \frac{(2 m)!}{2^{m} \cdot m!}\left|Z_{1}(t)-Z_{1}(s)\right|^{2 m} \cdot S_{1}^{2 m}\left(\left|\lambda_{k+1}-\lambda_{k}\right|\right)\left(F\left(\lambda_{k+1}\right)-F\left(\lambda_{k}\right)\right)^{m}
\end{aligned}
$$

Then

$$
\begin{aligned}
& \tau^{2}\left(\int_{\lambda_{k}}^{\lambda_{k+1}}\left(g(t, \lambda)-g\left(t, \zeta_{k}\right)-g(s, \lambda)+g\left(s, \zeta_{k}\right)\right) d \eta(\lambda)\right) \leqslant \\
& \leqslant \sup _{m \geqslant 1}\left[\left|Z_{1}(t)-Z_{1}(s)\right|^{2 m} S_{1}^{2 m}\left(\left|\lambda_{k+1}-\lambda_{k}\right|\right)\left(F\left(\lambda_{k+1}\right)-F\left(\lambda_{k}\right)\right)^{m}\right]^{\frac{1}{m}}= \\
& =\left|Z_{1}(t)-Z_{1}(s)\right|^{2} S_{1}^{2}\left(\left|\lambda_{k+1}-\lambda_{k}\right|\right)\left(F\left(\lambda_{k+1}\right)-F\left(\lambda_{k}\right)\right)
\end{aligned}
$$

Hence,

$$
\begin{aligned}
& \tau^{2}\left(\eta_{\Lambda}(t)-\eta_{\Lambda}(s)\right) \leqslant \\
& \qquad \begin{aligned}
\leqslant\left|Z_{1}(t)-Z_{1}(s)\right|^{2}\left(\sum_{k=0}^{N-2} S_{1}^{2}\left(\left|\lambda_{k+1}-\lambda_{k}\right|\right)\right. & \left(F\left(\lambda_{k+1}\right)-F\left(\lambda_{k}\right)\right)+ \\
& \left.+\int_{L}^{\infty} S_{1}^{2}(|\lambda-L|) d F(\lambda)\right)
\end{aligned}
\end{aligned}
$$

Namely,

$$
\begin{aligned}
& \sigma(h) \leqslant\left(\sum_{k=0}^{N-2} S_{1}^{2}\left(\left|\lambda_{k+1}-\lambda_{k}\right|\right)\left(F\left(\lambda_{k+1}\right)-F\left(\lambda_{k}\right)\right)+\right. \\
&\left.+\int_{L}^{\infty} S_{1}^{2}(|\lambda-L|) d F(\lambda)\right)^{\frac{1}{2}} \sup _{|t-s| \leqslant h}\left|Z_{1}(t)-Z_{1}(s)\right|
\end{aligned}
$$

Corollary 2.3. Let the conditions of Theorem 2.5 hold and let the split $\Lambda=\left\{\lambda_{0}, \ldots, \lambda_{N}\right\}$ of the set $[0, \infty)$ be such that $\lambda_{0}=0, \lambda_{k}<\lambda_{k+1}, \lambda_{N-1}=$ $L, \lambda_{N}=\infty, \lambda_{k+1}-\lambda_{k}=\frac{L}{N-1}$, then

$$
\begin{aligned}
\sigma(h) \leqslant\left(S_{1}^{2}\left(\frac{L}{N-1}\right) F(L)+\int_{L}^{\infty} S_{1}^{2}(|\lambda-L|)\right. & d F(\lambda))^{\frac{1}{2}} \times \\
& \times \sup _{|t-s| \leqslant h}\left|Z_{1}(t)-Z_{1}(s)\right|
\end{aligned}
$$

It is obvious that for any $\varepsilon$ one can find such $L$ and $N$ that

$$
\left(S_{1}^{2}\left(\frac{L}{N-1}\right) F(L)+\int_{L}^{\infty} S_{1}^{2}(|\lambda-L|) d F(\lambda)\right)^{\frac{1}{2}} \leqslant \varepsilon
$$

Further, we investigate conditions and estimations convergence of the model by probability in the space $C(\mathbb{T})$. These conditions make it possible to construct a model which approximates stochastic Gaussian process with a given accuracy and reliability.
Definition 2.2. [72] Stochastic process $\xi_{\Lambda}(t)$ approaches Gaussian process $\xi(t)$ with given reliability $1-\beta, 0<\beta<1$ and accuracy $\delta>0$ in $C(\mathbb{T})$, if there exists split $L$, such that inequality holds

$$
P\left\{\sup _{t \in \mathbf{T}}\left|\xi(t)-\xi_{\Lambda}(t)\right|>\delta\right\} \leqslant \beta
$$

From the Theorem 2.4 it follows that $\eta_{\Lambda}(t) \in \operatorname{Sub}(\Omega), t \in \mathbb{T}$ then pseudometric $\rho$ generated by the process $\eta_{\Lambda}(t)$ on $\mathbb{T}$ is as follows

$$
\rho(t, s)=\tau\left(\eta_{\Lambda}(t)-\eta_{\Lambda}(s)\right), t, s \in \mathbb{T}
$$

Definition 2.3. [19] A set $Q \subset \mathbf{T}$ is called an $\varepsilon$-net in the set $\mathbb{T}$ with respect to the pseudometric $\rho$ if for any point $x \in \mathbb{T}$ there exists at least one point $y \in Q$ such that $\rho(x, y) \leqslant \varepsilon$.

Definition 2.4. [19] If there exist a finite $\varepsilon$-covering of a set $\mathbf{T}$, then $N_{\rho}(\mathbf{T}, \varepsilon)$ denotes the smallest number of elements an $\varepsilon$-covering of this set. We put $N_{\rho}(\mathbf{T}, \varepsilon)=+\infty$ if there exists no finite $\varepsilon$-covering of the set $\mathbf{T}$. The function $N_{\rho}(\mathbf{T}, \varepsilon), \varepsilon>0$, called the metric massiveness of the set $\mathbf{T}$ with respect to the pseudometric $\rho$.

Note that $N_{\rho}(\mathbb{T}, \varepsilon)$ coincides with the number of points in a minimum of $\varepsilon$-covering of the set $\mathbb{T}$.

Definition 2.5. [19] Suppose that

$$
H_{\rho}(\mathbb{T}, \varepsilon)=\left\{\begin{array}{cc}
\ln N_{\rho}(\mathbb{T}, \varepsilon), & \text { if } N_{\rho}(\mathbb{T}, \varepsilon)<+\infty \\
+\infty, & \text { if } N_{\rho}(\mathbb{T}, \varepsilon)=\infty
\end{array}\right.
$$

The function $H_{\rho}(\mathbb{T}, \varepsilon), \varepsilon>0$, is called the metric entropy of the set $\mathbb{T}$ with respect to the pseudometric $\rho$.

For simplicity, denote

$$
N(\varepsilon)=N_{\rho}(\mathbb{T}, \varepsilon), H(\varepsilon)=H_{\rho}(\mathbb{T}, \varepsilon),
$$

where $N_{\rho}(\mathbf{T}, \varepsilon)$ and $H_{\rho}(\mathbf{T}, \varepsilon)$ are metric massiveness and metric entropy of the set $\mathbf{T}$ with respect to the pseudometric $\rho$. Further, let $r=(r(v), v \geqslant 1)$ be a nonnegative monotone nondecreasing function such that $r(\exp \{v\}), v \geqslant$ 1 is convex and $r(v) \rightarrow \infty$ as $v \rightarrow \infty$.

Consider the integral

$$
\widehat{I}_{r}(u)=\int_{0}^{u} r(N(\varepsilon)) d \varepsilon, u>0
$$

called the entropy integral.
Theorem 2.6. Suppose that $X=(X(t), t \in \mathbb{T})$ is sub-Gaussian stochastic process. Let $\varepsilon_{0}=\sup _{t \in \mathbb{T}} \tau(X(t))<\infty,(\mathbb{T}, \rho)$ is separable space and the process $X$ is separable process on $(\mathbb{T}, \rho)$ and let $\widehat{I}_{r}\left(\theta \varepsilon_{0}\right)<\infty$, then for all $\lambda>0$ holds

$$
\mathbb{E} \exp \left\{\lambda \sup _{t \in \mathbb{T}}|X(t)|\right\} \leqslant 2 \hat{Q}(\lambda)
$$

where

$$
\hat{Q}(\lambda)=\inf _{0<\theta<1} \exp \left\{\frac{\left(\lambda \varepsilon_{0}\right)^{2}}{2(1-\theta)^{2}}\right\} \cdot r^{(-1)}\left(\frac{\widehat{I_{r}}\left(\theta \varepsilon_{0}\right)}{\theta \varepsilon_{0}}\right) .
$$

Furthermore, for all $\theta \in(0,1)$ and $u>0$

$$
P\left\{\sup _{t \in \mathbf{T}}|X(t)| \geqslant u\right\} \leqslant 2 \hat{A}(u, \theta)
$$

where

$$
\hat{A}(u, \theta)=\exp \left\{-\frac{(u(1-\theta))^{2}}{2 \varepsilon_{0}^{2}}\right\} \cdot r^{(-1)}\left(\frac{\widehat{I_{r}}\left(\theta \varepsilon_{0}\right)}{\theta \varepsilon_{0}}\right)
$$

The Theorem 2.6 is a particular case of the Theorem 4.4 from the book [19].
Denote $C(h)=\sup _{|t-s| \leqslant h}\left|Z_{1}(t)-Z_{1}(s)\right|$. Let $C(h)$ be such function to which there exists an inverse function.
Theorem 2.7. Let in model $\xi_{\Lambda}(t)$ split $\Lambda$ be such that when $\delta>0, \theta \in(0,1)$ the following relationship takes place

$$
2 \exp \left\{-\frac{(\delta(1-\theta))^{2}}{2 \varepsilon_{0}^{2}}\right\} r^{(-1)}\left(\frac{\tilde{I}_{r}\left(\theta \varepsilon_{0}\right)}{\theta \varepsilon_{0}}\right) \leqslant \beta
$$

where $\varepsilon_{0}=\sup _{t \in T} \tau\left(\eta_{\Lambda}(t)\right)=\sigma_{0}, \eta_{\Lambda}(t)=\xi(t)-\xi_{\Lambda}(t)$ and let

$$
\begin{gathered}
\widehat{I}_{r}\left(\theta \varepsilon_{0}\right) \leqslant \int_{0}^{\theta \varepsilon_{0}} r\left(\frac{T}{2 C^{(-1)}(V)}+1\right) d \varepsilon=\tilde{I}_{r}\left(\theta \varepsilon_{0}\right) \\
\tilde{I}_{r}\left(\theta \varepsilon_{0}\right)<\infty
\end{gathered}
$$

where $V=\varepsilon\left(S_{1}^{2}\left(\frac{L}{N-1}\right) F(L)+\int_{L}^{\infty} S_{1}^{2}(|\lambda-L|) d F(\lambda)\right)^{-\frac{1}{2}}, C^{(-1)}(x), x>0$ is the function inverse to $C(\cdot)$. Then the model $\xi_{\Lambda}(t)$ approximates $\xi(t)$ with a given reliability $1-\beta, 0<\beta<1$ and accuracy $\delta>0$ in the space $C(\mathbb{T})$.

Proof. Since for the metric massiveness it is true that $N(\varepsilon) \leqslant \frac{T}{2 \sigma^{(-1)}(\varepsilon)}+1$, so using this fact and Theorem 2.6 we obtain that for the sub-Gaussian process $\eta_{\Lambda}(t)$ the following inequality holds

$$
\mathbf{P}\left\{\sup _{t \in T}\left|\eta_{\Lambda}(t)\right|>\delta\right\} \leqslant 2 \exp \left\{-\frac{(\delta(1-\theta))^{2}}{2 \varepsilon_{0}^{2}}\right\} \cdot r^{(-1)}\left(\frac{\widehat{I}_{r}\left(\theta \varepsilon_{0}\right)}{\theta \varepsilon_{0}}\right)
$$

where

$$
\widehat{I}_{r}\left(\theta \varepsilon_{0}\right)=\int_{0}^{\theta \varepsilon_{0}} r(N(\varepsilon)) d \varepsilon \leqslant \int_{0}^{\theta \varepsilon_{0}} r\left(\frac{T}{2 \sigma^{(-1)}(\varepsilon)}+1\right) d \varepsilon<\infty
$$

From Corollary 2.3 it follows that

$$
\begin{aligned}
\sigma(h) & =\sup _{|t-s| \leqslant h} \tau\left(\eta_{\Lambda}(t)-\eta_{\Lambda}(s)\right) \leqslant \\
& \leqslant C(h) \cdot\left(S_{1}^{2}\left(\frac{L}{N-1}\right) F(L)+\int_{L}^{\infty} S_{1}^{2}(|\lambda-L|) d F(\lambda)\right)^{\frac{1}{2}} .
\end{aligned}
$$

One can readily show that the function inverse to estimation of $\sigma(h)$ is

$$
\sigma^{(-1)}(h)=C^{(-1)}\left(h\left(S_{1}^{2}\left(\frac{L}{N-1}\right) F(\Lambda)+\int_{L}^{\infty} S_{1}^{2}(|\lambda-L|) d F(\lambda)\right)^{-\frac{1}{2}}\right) .
$$

Then

$$
\widehat{I}_{r}\left(\theta \varepsilon_{0}\right) \leqslant \int_{0}^{\theta \varepsilon_{0}} r\left(\frac{T}{2 C^{(-1)}(V)}+1\right) d \varepsilon=\tilde{I}_{r}\left(\theta \varepsilon_{0}\right)
$$

where $V=\varepsilon\left(S_{1}^{2}\left(\frac{L}{N-1}\right) F(L)+\int_{L}^{\infty} S_{1}^{2}(|\lambda-L|) d F(\lambda)\right)^{-\frac{1}{2}}$. Estimate for $\widehat{I}_{r}\left(\theta \varepsilon_{0}\right)$ one can make arbitrarily small by appropriate selection of $L$ and $N$.

Namely there exists such split $\Lambda$ and $\beta \in(0,1)$ that the following condition holds

$$
2 \exp \left\{-\frac{(\delta(1-\theta))^{2}}{2 \varepsilon_{0}^{2}}\right\} r^{(-1)}\left(\frac{\tilde{I}_{r}\left(\theta \varepsilon_{0}\right)}{\theta \varepsilon_{0}}\right) \leqslant \beta
$$

Then by Definition 2.2 we get that the model $\xi_{\Lambda}(t)$ approximates $\xi(t)$ with a given reliability $1-\beta, 0<\beta<1$ and accuracy $\delta>0$ in the space $C(\mathbb{T})$.

Example 2.7. Assume that $r(u)=u^{\alpha}, \alpha>0$ and let $\eta_{\Lambda}(t)=\left(\eta_{\Lambda}(t), t \in \mathbb{T}\right)$ be a sub-Gaussian process satisfying $\int_{0}^{\varepsilon_{0}} N^{\alpha}(\varepsilon) d \varepsilon<\infty$, where $N(\varepsilon)$ is metric massiveness. Then $r^{(-1)}(x)=x^{\frac{1}{\alpha}}, x>0$.

Hence,

$$
\mathbf{P}\left\{\sup _{t \in T}\left|\eta_{\Lambda}(t)\right| \geqslant u\right\} \leqslant 2 \exp \left\{\frac{u^{2}(1-\theta)^{2}}{2 \varepsilon_{0}^{2}}\right\}\left(\frac{1}{\theta \varepsilon_{0}} \int_{0}^{\theta \varepsilon_{0}} N^{\alpha}(\varepsilon) d \varepsilon\right)^{\frac{1}{\alpha}} .
$$

for all $\theta \in(0,1)$ and $u>0$.
Fix $\varepsilon_{0}<\frac{u}{\sqrt{2}}$ and put $\theta=1-\sqrt{1-\frac{2 \varepsilon_{0}^{2}}{u^{2}}}$.
Now one can easily calculate that

$$
\begin{aligned}
& \exp \left\{\frac{u^{2}(1-\theta)^{2}}{2 \varepsilon_{0}^{2}}\right\}\left(\frac{1}{\theta \varepsilon_{0}} \int_{0}^{\theta \varepsilon_{0}} N^{\alpha}(\varepsilon) d \varepsilon\right)^{\frac{1}{\alpha}} \leqslant \\
& \leqslant e\left(\int_{0}^{\varepsilon_{0}} N^{\alpha}(\varepsilon) d \varepsilon\right)^{\frac{1}{\alpha}}\left(\frac{u}{\varepsilon_{0}}\right)^{\frac{2}{\alpha}} \exp \left\{-\frac{1}{2}\left(\frac{u}{\varepsilon_{0}}\right)^{2}\right\}
\end{aligned}
$$

Hence when $x>\sqrt{2}$ we have

$$
\mathbf{P}\left\{\sup _{t \in T}\left|\eta_{\Lambda}(t)\right| \geqslant x \varepsilon_{0}\right\} \leqslant 2 e\left(\int_{0}^{\varepsilon_{0}} N^{\alpha}(\varepsilon) d \varepsilon\right)^{\frac{1}{\alpha}} x^{\frac{2}{\alpha}} \exp \left\{-\frac{x^{2}}{2}\right\}
$$

Using the estimates for $\sigma^{(-1)}(h)$ and $N(\varepsilon)$ we obtain
$\mathbf{P}\left\{\sup _{t \in T}\left|\eta_{\Lambda}(t)\right| \geqslant x \varepsilon_{0}\right\} \leqslant 2 e\left(\int_{0}^{\varepsilon_{0}}\left(\frac{T}{2 C^{(-1)}(V)}+1\right)^{\alpha} d \varepsilon\right)^{\frac{1}{\alpha}} x^{\frac{2}{\alpha}} \exp \left\{-\frac{x^{2}}{2}\right\}$,
where $V=\varepsilon\left(S_{1}^{2}\left(\frac{L}{N-1}\right) F(L)+\int_{L}^{\infty} S_{1}^{2}(|\lambda-L|) d F(\lambda)\right)^{-\frac{1}{2}}$.
Assume that $C(h)=D h^{\rho}, D \in \mathbb{R}$, and $0<\rho \leqslant 1, \rho>\alpha$ then

$$
\sigma(h) \leqslant D h^{\rho} \cdot\left(S_{1}^{2}\left(\frac{L}{N-1}\right) F(L)+\int_{L}^{\infty} S_{1}^{2}(|\lambda-L|) d F(\lambda)\right)^{\frac{1}{2}}
$$

Therefore,

$$
\begin{align*}
& \sigma^{(-1)}(h)=\left(h \left(D \left(S_{1}^{2}\left(\frac{L}{N-1}\right) F(L)+\right.\right.\right. \\
&\left.\left.\left.+\int_{L}^{\infty} S_{1}^{2}(|\lambda-L|) d F(\lambda)\right)^{\frac{1}{2}}\right)^{-1}\right)^{\frac{1}{\rho}} \tag{2.10}
\end{align*}
$$

When $\sigma^{(-1)}(h)$ is defined as in (2.10), then

$$
\begin{aligned}
& \mathbf{P}\left\{\sup _{t \in \mathbb{T}}\left|\eta_{\Lambda}(t)\right| \geqslant x \varepsilon_{0}\right\} \leqslant \\
& \leqslant \\
& \leqslant 2 e x^{\frac{2}{\alpha}} \exp \left\{-\frac{x^{2}}{2}\right\}\left(\int _ { 0 } ^ { \varepsilon _ { 0 } } \left(\frac { T } { 2 } \varepsilon ^ { - \frac { 1 } { \rho } } \left(D \left(S_{1}^{2}\left(\frac{L}{N-1}\right) F(L)+\right.\right.\right.\right. \\
& \left.\left.\left.\left.\quad+\int_{L}^{\infty} S_{1}^{2}(|\lambda-L|) d F(\lambda)\right)^{\frac{1}{2}}\right)^{\frac{1}{\rho}}+1\right)^{\alpha} d \varepsilon\right)^{\frac{1}{\alpha}} \leqslant \\
& \leqslant \\
& \quad 2 e x^{\frac{2}{\alpha}} \exp \left\{-\frac{x^{2}}{2}\right\}\left(\int _ { 0 } ^ { \varepsilon _ { 0 } } \left(( \frac { T } { 2 } ) ^ { \alpha } \left(D \left(S_{1}^{2}\left(\frac{L}{N-1}\right) F(L)+\right.\right.\right.\right. \\
& \left.\left.\left.\left.\quad+\int_{L}^{\infty} S_{1}^{2}(|\lambda-L|) d F(\lambda)\right)^{\frac{1}{2}}\right)^{\frac{\alpha}{\rho}} \varepsilon^{-\frac{\alpha}{\rho}}+1\right) d \varepsilon\right)^{\frac{1}{\alpha}}= \\
& = \\
& \quad 2 e x^{\frac{2}{\alpha}} \exp \left\{-\frac{x^{2}}{2}\right\}\left(\frac { T ^ { \alpha } } { 2 ^ { \alpha } ( 1 - \frac { \alpha } { \rho } ) } \left(D \left(S_{1}^{2}\left(\frac{L}{N-1}\right) F(L)+\right.\right.\right. \\
& \left.\left.\left.\quad+\int_{L}^{\infty} S_{1}^{2}(|\lambda-u|) d F(\lambda) d F(u)\right)^{\frac{1}{2}}\right)^{\frac{\alpha}{\rho}} \cdot \varepsilon_{0}^{1-\frac{\alpha}{\rho}}+\varepsilon_{0}\right)^{\frac{1}{\alpha}} .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
& \mathbf{P}\left\{\sup _{t \in T}\left|\eta_{\Lambda}(t)\right|>\delta\right\} \leqslant 2\left(\frac{\delta}{\varepsilon_{0}}\right)^{\frac{2}{\alpha}} \exp \left\{1-\frac{\delta^{2}}{2 \varepsilon_{0}^{2}}\right\}\left(\frac{T^{\alpha}}{2^{\alpha}\left(1-\frac{\alpha}{\rho}\right)} \cdot \varepsilon_{0}^{1-\frac{\alpha}{\rho}} \times\right. \\
& \left.\quad \times\left(D\left(S_{1}^{2}\left(\frac{L}{N-1}\right) F(L)+\int_{L}^{\infty} S_{1}^{2}(|\lambda-L|) d F(\lambda)\right)^{\frac{1}{2}}\right)^{\frac{\alpha}{\rho}}+\varepsilon_{0}\right)^{\frac{1}{\alpha}} .
\end{aligned}
$$

Put $S_{1}(u)=C \cdot u^{\nu}$ and

$$
F(\lambda)=\left\{\begin{array}{cc}
1-\frac{1}{\lambda^{\gamma}}, & \lambda>2, \\
0, & \lambda<2,
\end{array}\right.
$$

where $\nu>0, \gamma>2 \nu$, then

$$
\begin{aligned}
& \mathbf{P}\left\{\sup _{t \in T}\left|\eta_{\Lambda}(t)\right|>\delta\right\} \leqslant 2\left(\frac{\delta}{\varepsilon_{0}}\right)^{\frac{2}{\alpha}} \exp \left\{1-\frac{\delta^{2}}{2 \varepsilon_{0}^{2}}\right\} \times \\
& \times\left(\frac{T^{\alpha}}{2^{\alpha}\left(1-\frac{\alpha}{\rho}\right)}\left(D\left(C^{2}\left(\frac{L}{N-1}\right)^{2 \nu}+2 C^{2} c_{\nu} \frac{L^{2 \nu-\gamma}(\gamma-\nu)}{\gamma-2 \nu}\right)^{\frac{1}{2}}\right)^{\frac{\alpha}{\rho}} \times\right. \\
& \left.\times \quad \times \varepsilon_{0}^{1-\frac{\alpha}{\rho}}+\varepsilon_{0}\right)^{\frac{1}{\alpha}},
\end{aligned}
$$

where $c_{\nu}=\left\{\begin{array}{cc}1, & \text { as } 0<2 \nu \leqslant 1, \\ 2^{2 \nu-1}, & \text { as } 2 \nu>1\end{array}\right.$.
The $\left(D\left(C^{2}\left(\frac{L}{N-1}\right)^{2 \nu}+2 C^{2} c_{\nu} \frac{L^{2 \nu-\gamma}(\gamma-\nu)}{\gamma-2 \nu}\right)^{\frac{1}{2}}\right)^{\frac{\alpha}{\rho}}$ is minimized at

$$
\hat{L}=\left(\frac{(N-1)^{2 \nu} c_{\nu} \gamma(\nu-\gamma)}{\nu(2 \nu-\gamma)}\right)^{\frac{1}{2 \gamma}}
$$

Then from the Theorem 2.7 we obtain that inequality

$$
2 \exp \left\{-\frac{(\delta(1-\theta))^{2}}{2 \varepsilon_{0}^{2}}\right\} r^{(-1)}\left(\frac{\widehat{I}_{r}\left(\theta \varepsilon_{0}\right)}{\theta \varepsilon_{0}}\right) \leqslant \beta
$$

holds when $N$ satisfied condition

$$
\begin{aligned}
N \geqslant & \left(\frac{\beta^{\alpha}}{2^{\alpha}\left(\frac{\delta}{\varepsilon_{0}}\right)^{2} \exp \left\{\alpha\left(1-\frac{\delta^{2}}{2 \varepsilon_{0}^{2}}\right)\right\}}-\varepsilon_{0}\right)^{\frac{\rho \gamma}{\alpha \nu(\nu-\gamma)}} \cdot\left(\frac{2\left(1-\frac{\alpha}{\rho}\right)^{\frac{1}{\alpha}}}{T}\right)^{\frac{\rho \gamma}{\nu(\nu-\gamma)}} \times \\
& \times\left(D C \varepsilon_{0}^{\frac{\rho}{\alpha}-1}\left(1+\frac{\nu}{\gamma-\nu}\right)^{\frac{1}{2}}\right)^{\frac{\gamma}{\nu(\gamma-\nu)}} \cdot\left(\frac{\nu(\gamma-2 \nu)}{c_{\nu} \gamma(\gamma-\nu)}\right)^{\frac{1}{2(\nu-\gamma)}}+1,
\end{aligned}
$$

where $0<\alpha \leqslant 1,0<\rho \leqslant 1, \rho>\alpha, \nu>0, \gamma>2 \nu, C \in \mathbb{R}, D \in \mathbb{R}$ and $c_{\nu}=\left\{\begin{array}{cc}1, & \text { as } 0<2 \nu \leqslant 1, \\ 2^{2 \nu-1}, & \text { as } 2 \nu>1\end{array}\right.$.

Hence, model $\xi_{\Lambda}(t)$ approximates process $\xi(t)$ with a given reliability $1-\beta, 0<\beta<1$ and accuracy $\delta>0$ in the space $C([0, T])$, if for $N$ the last relationship holds.

## Chapter 3

## Construction of models of Gaussian stochastic

 fields and homogeneous and isotropic stochastic fields with the required accuracy and reliability in different functional spaces.As we noted in the previous chapter, simulation is an effective means of studying various characteristics of phenomena in the environment. There are many such phenomena that depend not only on some random factor and on time. Therefore, by a stochastic process we cannot describe every phenomenon. For these phenomena can be used a stochastic fields.

One of the most important problems of the theory of stochastic processes and stochastic fields is the problem of modeling and approximating the processes and fields. There are known several methods for constructing models of stochastic processes. The most popular for stationary processes is the method of splitting and randomization of the spectrum developed by G. A. Mikhailov and his collaborators (see [97], [98], [99], [100]). M. I. Yadrenko and his coauthors used different methods (see [139], [140], [141], [142], [143]). When constructing models of stochastic processes and random fields, it is important to know how close are approximating models and corresponding processes and fields in some metrics. A number of papers by Yu. V. Kozachenko and his collaborators is devoted to constructing models of stochastic fields with a given reliability and accuracy (see [55], [64], [67], [71], [85]).

In this chapter, the same method as in the previous chapter is used to construct a model of stochastic field. We used the representation of a homogeneous and isotropic stochastic field proposed by Yadrenko in the book [141]. An important task in the simulation of stochastic fields is to evaluate the probability of deviating the model of stochastic field from this field, for example, in the uniform metric (see [67], [85]) or in the space $L_{p}(T)$ (see [67], [133], [132]). In this chapter, these results are submitted in the section 3.2 and section 3.6. We used the representation of the stochastic field that contains Bessel functions of the first kind. We did not find the necessary estimates for the Bessel functions of the first kind in the literature (although they may have already been obtained somewhere); therefore, these estimates were obtained by us and are presented in the section 3.3.

Both for the processes and for the fields we investigate the accuracy and reliability of the constructed models, in particular in the spaces $C(T)$ and $L_{p}(T)$. Kozachenko and his students considered similar tasks in the papers [1], [58] [64], [66], [71], [72]. The results obtained in this Chapter
were published in the papers [132], [133] and [134].

### 3.1. Construction of the model of Gaussian stochastic field

Consider the space $\mathbb{R}^{d}$ with the metric $\rho(\boldsymbol{t}, \boldsymbol{s}), \boldsymbol{t}^{T}=\left(t_{1}, \ldots, t_{d}\right), \boldsymbol{s}^{T}=$ $\left(s_{1}, \ldots, s_{d}\right)$, where $\rho(\boldsymbol{t}, \boldsymbol{s})=\max _{i=\overline{1, d}}\left|t_{i}-s_{i}\right|$. Let $\mathbb{T}$ be a set in the form $\mathbb{T}=$ $\left\{\boldsymbol{t}:-A \leqslant t_{i} \leqslant A, i=\overline{1, d}\right\}$, where $A>0$ a number. Let $\xi=\{\xi(\boldsymbol{t}), \boldsymbol{t} \in \mathbb{T}\}$ be a zero-mean Gaussian stochastic field, covariance function of which allows images

$$
R(\boldsymbol{t}, \boldsymbol{s})=\mathbf{E} g(\boldsymbol{t}, \boldsymbol{\lambda}) g(\boldsymbol{s}, \boldsymbol{\lambda})=\int_{-\infty}^{+\infty} \cdots \int(\boldsymbol{t}, \boldsymbol{\lambda}) g(\boldsymbol{s}, \boldsymbol{\lambda}) d F(\boldsymbol{\lambda})
$$

where $F(\boldsymbol{\lambda})$ is continuous distribution function. Let $\left\{\mathbb{R}^{d}, \mathfrak{A}, \mu(\cdot)\right\}$ be a measurable space, where $\mathfrak{A}$ is Borel $\sigma$-algebra, $\mu(\boldsymbol{\lambda})$ is a finite measure generated by the function $F(\boldsymbol{\lambda})$.

According to the Karhunen theorem field $\xi(\boldsymbol{t})$ can be represented as follows

$$
\xi(\boldsymbol{t})=\int_{-\infty}^{+\infty} \cdots \int g(\boldsymbol{t}, \boldsymbol{\lambda}) d \eta(\boldsymbol{\lambda})
$$

where $\eta\left(A_{1}\right)$ is random measure that subordinated to the measure $\mu$ such that $\mathbf{E}\left(\eta\left(A_{1}\right) \eta\left(A_{2}\right)\right)=\mu\left(A_{1} \bigcap A_{2}\right), A_{1}, A_{2} \in \mathfrak{A}$. Let $\Lambda$ be some measurable set of the space $\mathbb{R}^{d}$ and we consider such partition $\Lambda=\left\{\Delta_{1}, \ldots, \Delta_{N}\right\}$ of the space, that $\Delta_{i} \bigcap \Delta_{j}=\varnothing, i \neq j$.

As a model we consider

$$
\xi_{N}(\boldsymbol{t})=\sum_{k=1}^{N} \eta_{k} g\left(\boldsymbol{t}, \boldsymbol{\zeta}_{k}\right)
$$

where $\eta_{k}=\int_{\Delta_{k}} d \eta(\boldsymbol{\lambda})$ are such Gaussian random variables that $\mathbf{E} \eta_{k}=0$, $\mathbf{E} \eta_{k}^{2}=\mu\left(\Delta_{k}\right)=b_{k}^{2}$ and $\boldsymbol{\zeta}_{k} \in \mathbb{R}^{d}$ are independent random variables being independent of $\eta_{k}$ and taking values on $\Delta_{k}$ with cumulative distribution function

$$
\mathbf{P}\left\{\boldsymbol{\zeta}_{k} \in A\right\}=\frac{\mu\left(A \bigcap \Delta_{k}\right)}{\mu\left(\Delta_{k}\right)}:=\mu_{k}(A) .
$$

The model $\xi_{N}(\boldsymbol{t})$ is zero-mean stochastic field:

$$
\mathbf{E} \xi_{N}(\boldsymbol{t})=\mathbf{E} \sum_{k=1}^{N} \eta_{k} g\left(\boldsymbol{t}, \boldsymbol{\zeta}_{k}\right)=\sum_{k=1}^{N} \mathbf{E} \eta_{k} \mathbf{E} g\left(\boldsymbol{t}, \boldsymbol{\zeta}_{k}\right)=0
$$

The covariance function of the $\xi_{N}(\boldsymbol{t})$ almost coincides with the covariance function of stochastic feld $\xi(\boldsymbol{t})$. Namely, by the certain choice of the partition $\Lambda$ the covariance function of $\xi_{N}(\boldsymbol{t})$ can be made an arbitrarily close to the covariance function of $\xi(\boldsymbol{t})$.

Let the following conditions hold for the function $g(\boldsymbol{t}, \boldsymbol{\lambda})$

$$
\begin{gathered}
g(\boldsymbol{t}, \boldsymbol{\lambda}) \leqslant C(\boldsymbol{t}) \\
|g(\boldsymbol{t}, \boldsymbol{\lambda})-g(\boldsymbol{t}, \boldsymbol{u})| \leqslant S(|\boldsymbol{\lambda}-\boldsymbol{u}|) \cdot Z(\boldsymbol{t}),
\end{gathered}
$$

where $Z(\boldsymbol{t})$ is limited on the compact, $S(x), x \in \mathbb{R}$ is continuous, monotonically nondecreasing function.
Lemma 3.1. Stochastic field $\xi_{N}(\boldsymbol{t})$ is sub-Gaussian stochastic field.
Proof. Consider $\mathbf{E}\left(\eta_{k} g\left(\boldsymbol{t}, \boldsymbol{\zeta}_{k}\right)\right)$. Since for a zero-mean Gaussian random variable $\eta$ we have $\mathbf{E} \eta^{2 m+1}=0, \mathbf{E} \eta^{2 m}=\frac{(2 m)!}{2^{m} \cdot m!} \sigma^{2 m}$, then

$$
\begin{aligned}
& \mathbf{E}\left(\eta_{k} g\left(\boldsymbol{t}, \boldsymbol{\zeta}_{k}\right)\right)^{2 m+1}=0 \\
& \mathbf{E}\left(\eta_{k} g\left(\boldsymbol{t}, \boldsymbol{\zeta}_{k}\right)\right)^{2 m}=\mathbf{E}\left(\eta_{k}\right)^{2 m} \mathbf{E}\left(g\left(\boldsymbol{t}, \boldsymbol{\zeta}_{k}\right)\right)^{2 m} \leqslant \frac{(2 m)!}{2^{m} \cdot m!}\left(b_{k} \cdot C(\boldsymbol{t})\right)^{2 m}<\infty
\end{aligned}
$$

In that $\sup _{m \geqslant 1}\left[\frac{(2 m)!}{2^{m} \cdot m!} \mathbf{E}\left(\eta_{k} g\left(\boldsymbol{t}, \boldsymbol{\zeta}_{k}\right)\right)^{2 m}\right]^{\frac{1}{2 m}}<\infty$, then it follows from Lemma 1.3 that $\eta_{k} g\left(\boldsymbol{t}, \boldsymbol{\zeta}_{k}\right)$ are sub-Gaussian stochastic fields. That is why $\xi_{N}(\boldsymbol{t})=$ $\sum_{k=1}^{N} \eta_{k} g\left(\boldsymbol{t}, \boldsymbol{\zeta}_{k}\right)$ is sub-Gaussian stochastic field.

Let

$$
\begin{equation*}
\chi_{N}(\boldsymbol{t})=\xi(\boldsymbol{t})-\xi_{N}(\boldsymbol{t})=\sum_{k=1}^{N} \int_{\Delta_{k}}\left(g(\boldsymbol{t}, \boldsymbol{\lambda})-g\left(\boldsymbol{t}, \boldsymbol{\zeta}_{k}\right)\right) d \eta(\boldsymbol{\lambda}) \tag{3.1}
\end{equation*}
$$

Lemma 3.2. The following relationships hold true

$$
\mathbf{E}\left(\int_{\Delta_{k}}\left(g(\boldsymbol{t}, \boldsymbol{\lambda})-g\left(\boldsymbol{t}, \boldsymbol{\zeta}_{k}\right)\right) d \eta(\boldsymbol{\lambda})\right)^{2 m+1}=0
$$

$$
\begin{aligned}
& \mathbf{E}\left(\int_{\Delta_{k}}\left(g(\boldsymbol{t}, \boldsymbol{\lambda})-g\left(\boldsymbol{t}, \boldsymbol{\zeta}_{k}\right)\right) d \eta(\boldsymbol{\lambda})\right)^{2 m} \leqslant \\
& \\
& \quad \leqslant \frac{(2 m)!}{2^{m} \cdot m!} Z^{2 m}(\boldsymbol{t}) \mathbf{E}\left(\int_{\Delta_{k}} S^{2}\left(\left|\boldsymbol{\lambda}-\boldsymbol{\zeta}_{k}\right|\right) d \mu(\lambda)\right)^{m}
\end{aligned}
$$

Proof. Since for a zero-mean Gaussian random variable $\eta$ it is $\mathbf{E} \boldsymbol{\eta}^{2 m+1}=0$, $\mathbf{E} \boldsymbol{\eta}^{2 m}=\frac{(2 m)!}{2^{m} \cdot m!} \sigma^{2 m}$ and the random variables $\zeta_{k}$ are independent of $\eta(\boldsymbol{\lambda})$, then by the Fubini's theorem $\left(\mathbf{E}_{\zeta_{k}}\right.$ - is a conditional expectation with respect to $\boldsymbol{\zeta}_{\boldsymbol{k}}$ ):

$$
\begin{aligned}
& \mathbf{E}\left(\int_{\Delta_{k}}\left(g(\boldsymbol{t}, \boldsymbol{\lambda})-g\left(\boldsymbol{t}, \boldsymbol{\zeta}_{k}\right)\right) d \eta(\boldsymbol{\lambda})\right)^{2 m}= \\
&= \mathbf{E E}_{\boldsymbol{\zeta}_{k}}\left(\int_{\Delta_{k}}\left(g(\boldsymbol{t}, \boldsymbol{\lambda})-g\left(\boldsymbol{t}, \boldsymbol{\zeta}_{k}\right)\right) d \eta(\boldsymbol{\lambda})\right)^{2 m}= \\
&= \frac{(2 m)!}{2^{m} \cdot m!} \mathbf{E}\left(\int_{\Delta_{k}}\left|g(\boldsymbol{t}, \boldsymbol{\lambda})-g\left(\boldsymbol{t}, \boldsymbol{\zeta}_{k}\right)\right|^{2} d \mu(\boldsymbol{\lambda})\right)^{m} \leqslant \\
& \leqslant \frac{(2 m)!}{2^{m} \cdot m!} \mathbf{E}\left(\int_{\Delta_{k}} S^{2}\left(\left|\boldsymbol{\lambda}-\boldsymbol{\zeta}_{k}\right|\right) Z^{2}(\boldsymbol{t}) d \mu(\boldsymbol{\lambda})\right)^{m}= \\
&= \frac{(2 m)!}{2^{m} \cdot m!} Z^{2 m}(t) \mathbf{E}\left(\int_{\Delta_{k}} S^{2}\left(\left|\boldsymbol{\lambda}-\boldsymbol{\zeta}_{k}\right|\right) d \mu(\boldsymbol{\lambda})\right)^{m}
\end{aligned}
$$

which finishes the proof.
Theorem 3.1. The following inequality holds

$$
\begin{equation*}
\tau\left(\xi(\boldsymbol{t})-\xi_{N}(\boldsymbol{t})\right) \leqslant Z(\boldsymbol{t})\left(\sum_{k=1}^{N} b_{k}^{2} \sup _{m \geqslant 1}\left(\mathbf{E} S^{2 m}\left(\left|\boldsymbol{\zeta}_{k}-\boldsymbol{\zeta}_{k}^{*}\right|\right)\right)^{\frac{1}{m}}\right)^{\frac{1}{2}}, \tag{3.2}
\end{equation*}
$$

where $b_{k}^{2}=\mu\left(\Delta_{k}\right), \boldsymbol{\zeta}_{k}^{*}, \boldsymbol{\zeta}_{k}$ are independent and $\boldsymbol{\zeta}_{k}^{*}$ have the same distributions as $\boldsymbol{\zeta}_{k}$.

Proof. It follows from Lemma 1.3 that

$$
\begin{gathered}
\tau^{2}\left(\int_{\Delta_{k}}\left(g(\boldsymbol{t}, \boldsymbol{\lambda})-g\left(\boldsymbol{t}, \boldsymbol{\zeta}_{k}\right)\right) d \eta(\boldsymbol{\lambda})\right) \leqslant \theta^{2}\left(\int_{\Delta_{k}}\left(g(\boldsymbol{t}, \boldsymbol{\lambda})-g\left(\boldsymbol{t}, \boldsymbol{\zeta}_{k}\right)\right) d \eta(\boldsymbol{\lambda})\right)= \\
=\sup _{m \geqslant 1}\left(\frac{(2 m)!}{2^{m} \cdot m!} \mathbf{E}\left(\int_{\Delta_{k}}\left(g(\boldsymbol{t}, \boldsymbol{\lambda})-g\left(\boldsymbol{t}, \boldsymbol{\zeta}_{k}\right)\right) d \eta(\boldsymbol{\lambda})\right)^{2 m}\right)^{\frac{1}{m}} \leqslant
\end{gathered}
$$

Applying Lemma 3.2, we obtain

$$
\begin{aligned}
& \leqslant \sup _{m \geqslant 1}\left(b_{k}^{2} Z^{2}(\boldsymbol{t})\left(\mathbf{E}\left(\int_{\Delta_{k}} S^{2}\left(\left|\boldsymbol{\lambda}-\boldsymbol{\zeta}_{k}\right|\right) d \mu_{k}(\boldsymbol{\lambda})\right)^{m}\right)^{\frac{1}{m}}\right)= \\
& \quad=\sup _{m \geqslant 1}\left(b_{k}^{2} Z^{2}(\boldsymbol{t})\left(\int_{\Delta_{k}}\left(\int_{\Delta_{k}} S^{2}(|\boldsymbol{\lambda}-\boldsymbol{u}|) d \mu_{k}(\boldsymbol{\lambda})\right)^{m} d \mu_{k}(\boldsymbol{u})\right)^{\frac{1}{m}}\right)
\end{aligned}
$$

Since the terms in the sum (3.3) for different $k$ are independent, so from the last equality we have

$$
\begin{aligned}
& \tau^{2}\left(\xi(\boldsymbol{t})-\xi_{N}(\boldsymbol{t})\right) \leqslant \\
& \quad \leqslant Z^{2}(\boldsymbol{t}) \sum_{k=1}^{N} b_{k}^{2} \sup _{m \geqslant 1}\left(\int_{\Delta_{k}}\left(\int_{\Delta_{k}} S^{2}(|\boldsymbol{\lambda}-\boldsymbol{u}|) d \mu_{k}(\boldsymbol{\lambda})\right)^{m} d \mu_{k}(\boldsymbol{u})\right)^{\frac{1}{m}}
\end{aligned}
$$

Then, from the Fubini's theorem and the Lyapunov inequality we obtain

$$
\begin{aligned}
& \tau\left(\xi(\boldsymbol{t})-\xi_{N}(\boldsymbol{t})\right) \leqslant \\
& \leqslant Z(\boldsymbol{t})\left(\sum_{k=1}^{N} \sup _{m \geqslant 1} b_{k}^{2}\left(\int_{\Delta_{k}}\left(\int_{\Delta_{k}} S^{2}(|\boldsymbol{\lambda}-\boldsymbol{u}|) d \mu_{k}(\boldsymbol{\lambda})\right)^{m} d \mu_{k}(\boldsymbol{u})\right)^{\frac{1}{m}}\right)^{\frac{1}{2}} \\
& = \\
& =Z(\boldsymbol{t})\left(\sum_{k=1}^{N} \sup _{m \geqslant 1} b_{k}^{2}\left(\mathbf{E}_{\boldsymbol{\zeta}_{k}^{*}}\left(\mathbf{E}_{\boldsymbol{\zeta}_{k}} S^{2}\left(\left|\boldsymbol{\zeta}_{k}-\boldsymbol{\zeta}_{k}^{*}\right|\right)\right)^{m}\right)^{\frac{1}{m}}\right)^{\frac{1}{2}} \leqslant
\end{aligned}
$$

$$
\begin{aligned}
& \leqslant Z(\boldsymbol{t})\left(\sum_{k=1}^{N} \sup _{m \geqslant 1} b_{k}^{2}\left(\mathbf{E}_{\boldsymbol{\zeta}_{k}^{*}} \mathbf{E}_{\boldsymbol{\zeta}_{k}} S^{2 m}\left(\left|\boldsymbol{\zeta}_{k}-\boldsymbol{\zeta}_{k}^{*}\right|\right)\right)^{\frac{1}{m}}\right)^{\frac{1}{2}} \leqslant \\
& \leqslant Z(\boldsymbol{t})\left(\sum_{k=1}^{N} b_{k}^{2} \sup _{m \geqslant 1}\left(\mathbf{E} S^{2 m}\left(\left|\boldsymbol{\zeta}_{k}-\boldsymbol{\zeta}_{k}^{*}\right|\right)\right)^{\frac{1}{m}}\right)^{\frac{1}{2}}
\end{aligned}
$$

which is the desired statement.
Remark 3.1. It is obviously that 3.1 makes sense only if the function $S(\cdot)$ such that the right side of the inequality (3.2) is finite.

### 3.2. The accuracy of modeling of Gaussian fields in $L_{p}(\mathbb{T}), p \geqslant 1$

Definition 3.1. [67] Let $\{\mathbb{T}, \mathfrak{B}, \mu\}$ be a measurable space. A stochastic field $\hat{X}(t)$ approximates the field $X(t)$ with reliability $(1-\delta), 0<\delta<1$ and accuracy $\varepsilon>0$ in $L_{p}(\mathbb{T})$, if there exists a partition, such that the following inequality holds

$$
\mathbf{P}\left\{\left(\int_{\mathbb{T}}|X(t)-\hat{X}(t)|^{p} d \mu(t)\right)^{\frac{1}{p}}>\varepsilon\right\} \leqslant \delta
$$

Theorem 3.2. Let $X=\{X(t), t \in \mathbb{T}\}$ be sub-Gaussian stochastic field, $\mathbb{E} X(t)=0, \tau^{2}(t)=\tau^{2}(X(t))$. Suppose that there exists an integral $\int_{\mathbb{T}}(\tau(t))^{p} d \mu(t)<$ $\infty, p \geqslant 1$. Then the integral $\int_{\mathbb{T}}|X(t)|^{p} d \mu(t)<\infty$, exists with probability 1 and for all $\varepsilon$ satisfying $\varepsilon>c_{p}^{\frac{1}{p}} p^{\frac{1}{2}}$, where $c_{p}=\int_{\mathbb{T}}(\tau(t))^{p} d \mu(t)$ we have

$$
\mathbf{P}\left\{\|X(t)\|_{L_{p}}>\varepsilon\right\} \leqslant 2 \exp \left\{-\frac{\varepsilon^{2}}{2 c_{p}^{\frac{2}{p}}}\right\}
$$

The Theorem 3.2 is a particular case of the Theorem 2.1 from the [53]. Theorem 3.3. Suppose that the partition $\Lambda$ in the model $\xi_{N}(\boldsymbol{t})$ is such, that

$$
\int_{\mathbb{T}}\left(\tau\left(\xi(\boldsymbol{t})-\xi_{N}(\boldsymbol{t})\right)\right)^{p} d \boldsymbol{t} \leqslant \frac{\varepsilon^{p}}{\max \left(p^{\frac{p}{2}},\left(2 \ln \frac{2}{\delta}\right)^{\frac{p}{2}}\right)}
$$

Then this model approximates the Gaussian stochastic field $\xi(\boldsymbol{t})$ with reliability $1-\delta, 0<\delta<1$ and accuracy $\varepsilon>0$ in the space $L_{p}(\mathbb{T})$.
Proof. If $\varepsilon>\left(\int_{\mathbb{T}}\left(\tau\left(\xi(\boldsymbol{t})-\xi_{N}(\boldsymbol{t})\right)\right)^{p} d \boldsymbol{t}\right)^{\frac{1}{p}} \cdot p^{\frac{1}{2}}$, then according to Theorem 3.2 and Definition 3.1 we have

$$
\mathbf{P}\left\{\left\|\xi(\boldsymbol{t})-\xi_{N}(\boldsymbol{t})\right\|_{L_{p}}>\varepsilon\right\} \leqslant 2 \exp \left\{-\frac{\varepsilon^{2}}{2 c_{p}^{\frac{2}{p}}}\right\} \leqslant \delta
$$

де $c_{p}=\int_{\mathbb{T}}\left(\tau\left(\xi(\boldsymbol{t})-\xi_{N}(\boldsymbol{t})\right)\right)^{p} d \boldsymbol{t}$.
Accordingly, the last estimate is valid when

$$
\int_{\mathbb{T}}\left(\tau\left(\xi(\boldsymbol{t})-\xi_{N}(\boldsymbol{t})\right)\right)^{p} d \boldsymbol{t} \leqslant \frac{\varepsilon^{p}}{\max \left(p^{\frac{p}{2}},\left(2 \ln \frac{2}{\delta}\right)^{\frac{p}{2}}\right)} .
$$

The proof is completed.
Remark 3.2. Using Theorem 3.1 and Theorem 3.3 it is clear that the model $\xi_{N}(\boldsymbol{t})$ will be approximate field $\xi(\boldsymbol{t})$ with reliability $1-\delta, 0<\delta<1$ and accuracy $\varepsilon>0$ in the space $L_{p}(\mathbb{T})$ if the following relationship holds

$$
\left(\sum_{k=1}^{N} b_{k}^{2} \sup _{m \geqslant 1}\left(\mathbf{E} S^{2 m}\left(\left|\boldsymbol{\zeta}_{k}-\boldsymbol{\zeta}_{k}^{*}\right|\right)\right)^{\frac{1}{m}}\right)^{\frac{p}{2}} \int_{\mathbb{T}}(Z(\boldsymbol{t}))^{p} d \boldsymbol{t} \leqslant \frac{\varepsilon^{p}}{\max \left(p^{\frac{p}{2}},\left(2 \ln \frac{2}{\delta}\right)^{\frac{p}{2}}\right)} .
$$

Example 3.1. Consider the space $\mathbb{R}^{2}$. Let $\mathbb{T}$ be a parametric set in the following form $\mathbb{T}=\left\{\boldsymbol{t}:-A \leqslant t_{i} \leqslant A, i=1,2\right\}$, where $A>0$ is some number. Consider the Gaussian stochastic field with the following covariance function

$$
R(\boldsymbol{t}, \boldsymbol{s})=\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \cos \langle\boldsymbol{t}, \boldsymbol{\lambda}\rangle \cos \langle\boldsymbol{s}, \boldsymbol{\lambda}\rangle d F(\boldsymbol{\lambda})
$$

where $F(\boldsymbol{\lambda})$ is continuous distribution function, $\mu(\boldsymbol{\lambda})$ is finite measure generated by the function $F(\boldsymbol{\lambda})$.

Then $\xi(\boldsymbol{t})=\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \cos \langle\boldsymbol{t}, \boldsymbol{\lambda}\rangle d \eta(\boldsymbol{\lambda})$ is a real-valued Gaussian centered stochastic field, where $\eta\left(A_{1}\right)$ is random measure subordinated to the measure $\mu$ such that $\mathbf{E}\left(\eta\left(A_{1}\right) \eta\left(A_{2}\right)\right)=\mu\left(A_{1} \bigcap A_{2}\right), A_{1}, A_{2} \in \mathfrak{A}$.

Let $\Lambda=\left\{\Delta_{1}, \ldots, \Delta_{N^{2}+1}\right\}$ be a partition of the space $\mathbb{R}^{2}$, such that $\Delta_{N^{2}+1}=\left\{\left|\lambda_{1}\right|>L\right.$ or $\left.\left|\lambda_{2}\right|>L\right\}, L>1$, and $\Delta_{i}, i=\overline{1, N^{2}}$ is a partition of the square $\overline{\Delta_{N^{2}+1}}$ on $N^{2}$ squares with the length of sides in $\frac{2 L}{N}$ and $\Delta_{i} \bigcap \Delta_{j}=\varnothing, i \neq j$. Then the model of this field can be represented in the following form

$$
\xi_{N}(\boldsymbol{t})=\sum_{k=1}^{N^{2}+1} \eta_{k} \cos \left\langle\boldsymbol{t}, \boldsymbol{\zeta}_{k}\right\rangle,
$$

where $\eta_{k}=\int_{\Delta_{k}} d \eta(\boldsymbol{\lambda})$ are Gaussian random variables such that $\mathbf{E} \eta_{k}=0$, $\mathbf{E} \eta_{k}^{2}=\mu\left(\Delta_{k}\right)=b_{k}^{2}$, and $\boldsymbol{\zeta}_{k} \in \mathbb{R}^{2}$ are independent random variables being independent of $\eta_{k}$ and and taking values on $\Delta_{k}$ with cumulative distribution function

$$
\mathbf{P}\left\{\boldsymbol{\zeta}_{k} \in A\right\}=\frac{\mu\left(A \bigcap \Delta_{k}\right)}{\mu\left(\Delta_{k}\right)}:=\mu_{k}(A) .
$$

It's easy to check that the model is centered field. Now we estimate the following expression

$$
\begin{aligned}
& |\cos \langle\boldsymbol{t}, \boldsymbol{\lambda}\rangle-\cos \langle\boldsymbol{t}, \boldsymbol{u}\rangle|^{2}=\left|2 \sin \frac{\langle\boldsymbol{t}, \boldsymbol{\lambda}-\boldsymbol{u}\rangle}{2} \sin \frac{\langle\boldsymbol{t}, \boldsymbol{\lambda}+\boldsymbol{u}\rangle}{2}\right|^{2} \leqslant \\
& \leqslant\left|2 \sin \frac{\langle\boldsymbol{t}, \boldsymbol{\lambda}-\boldsymbol{u}\rangle}{2}\right|^{2}=4 \sin ^{2} \frac{\langle\boldsymbol{t}, \boldsymbol{\lambda}-\boldsymbol{u}\rangle}{2} \leqslant \\
& \leqslant 4 \frac{\|\boldsymbol{t}\|^{2 \alpha} \cdot\|\boldsymbol{\lambda}-\boldsymbol{u}\|^{2 \alpha}}{2^{2 \alpha}}=2^{2(1-\alpha)}\|\boldsymbol{t}\|^{2 \alpha} \cdot\|\boldsymbol{\lambda}-\boldsymbol{u}\|^{2 \alpha},
\end{aligned}
$$

where $0<\alpha<1$.
Applying Lemma 3.2 for all $\Delta_{k}, k=\overline{1, N^{2}}$ and having in mind that

$$
Z(\boldsymbol{t})=2^{(1-\alpha)}\|\boldsymbol{t}\|^{\alpha}, S(|\boldsymbol{\lambda}|)=\|\lambda\|^{\alpha} .
$$

we arrive at the following inequalities

$$
\mathbf{E}\left(\int_{\Delta_{k}}\left(\cos \langle\boldsymbol{t}, \boldsymbol{\lambda}\rangle-\cos \left\langle\boldsymbol{t}, \boldsymbol{\zeta}_{k}\right\rangle\right) d \eta(\boldsymbol{\lambda})\right)^{2 m+1}=0
$$

$$
\begin{aligned}
& \mathbf{E}\left(\int_{\Delta_{k}}\left(\cos \langle\boldsymbol{t}, \boldsymbol{\lambda}\rangle-\cos \left\langle\boldsymbol{t}, \boldsymbol{\zeta}_{k}\right\rangle\right) d \eta(\boldsymbol{\lambda})\right)^{2 m} \leqslant \\
& \quad \leqslant \frac{(2 m)!}{2^{m} \cdot m!} 2^{2 m(1-\alpha)}\|\boldsymbol{t}\|^{2 m \alpha} \int_{\Delta_{k}}\left(\int_{\Delta_{k}}\|\boldsymbol{\lambda}-\boldsymbol{u}\|^{2 \alpha} d \mu(\boldsymbol{\lambda})\right)^{m} d \mu_{k}(\boldsymbol{u})
\end{aligned}
$$

where $0<\alpha<1$.
By the Theorem 3.1 for the first $N^{2}$ terms we get

$$
\begin{aligned}
& \tau^{2}\left(\int_{\Delta_{k}}\left(\cos \langle\boldsymbol{t}, \boldsymbol{\lambda}\rangle-\cos \left\langle\boldsymbol{t}, \boldsymbol{\zeta}_{k}\right\rangle\right) d \eta(\boldsymbol{\lambda})\right) \leqslant \\
& \quad \leqslant 2^{2(1-\alpha)}\|\boldsymbol{t}\|^{2 \alpha} b_{k}^{2} \sup _{m \geqslant 1}\left(\int_{\Delta_{k}}\left(\int_{\Delta_{k}}\|\boldsymbol{\lambda}-\boldsymbol{u}\|^{2 \alpha} d \mu_{k}(\boldsymbol{\lambda})\right)^{m} d \mu_{k}(\boldsymbol{u})\right)^{\frac{1}{m}}
\end{aligned}
$$

And for $k=N^{2}+1$ we obtain the following condition

$$
\begin{aligned}
& b_{N^{2}+1}^{2}\left(\int_{\Delta_{N^{2}+1}}\left(\int_{\Delta_{N^{2}+1}}\left(\cos \langle\boldsymbol{t}, \boldsymbol{\lambda}\rangle-\cos \left\langle\boldsymbol{t}, \boldsymbol{\zeta}_{k}\right\rangle\right) d \mu_{N^{2}+1}(\boldsymbol{\lambda})\right)^{m} d \mu_{N^{2}+1}(\boldsymbol{u})\right)^{\frac{1}{m}} \leqslant \\
& \leqslant 4\left(\int_{\Delta_{N^{2}+1}}\left(\int_{\Delta_{N^{2}+1}} d \mu_{N^{2}+1}(\boldsymbol{\lambda})\right)^{\frac{1}{m}} d \mu(\boldsymbol{u})\right)^{\frac{1}{m}} \leqslant 4 \mu\left(\Delta_{N^{2}+1}\right)
\end{aligned}
$$

Let the measure $\mu$ of the space be less than one, then

$$
\begin{align*}
\tau^{2}\left(\xi(\boldsymbol{t})-\xi_{N}(\boldsymbol{t})\right) & \leqslant 2^{2(1-\alpha)}\|\boldsymbol{t}\|^{2 \alpha} \sum_{k=1}^{N^{2}} b_{k}^{2}\left(\frac{2 L}{N}\right)^{4 \alpha}+4 \mu\left(\Delta_{N^{2}+1}\right) \leqslant \\
& \leqslant 2^{2(1-\alpha)}\|\boldsymbol{t}\|^{2 \alpha} \mu\left(\overline{\Delta_{N^{2}+1}}\right)\left(\frac{2 L}{N}\right)^{4 \alpha}+4 \mu\left(\Delta_{N^{2}+1}\right) \leqslant  \tag{3.3}\\
& \leqslant 4\left(\frac{\|\boldsymbol{t}\| \cdot 4 L^{2}}{2 N^{2}}\right)^{2 \alpha}+4 \mu\left(\Delta_{N^{2}+1}\right)
\end{align*}
$$

Hence

$$
\begin{aligned}
\int_{\mathbb{T}}\left(\tau\left(\xi(\boldsymbol{t})-\xi_{N}(\boldsymbol{t})\right)\right)^{p} d \boldsymbol{t} & \leqslant \int_{\mathbb{T}}\left(4\left(\frac{\|\boldsymbol{t}\| \cdot 4 L^{2}}{2 N^{2}}\right)^{2 \alpha}+4 \mu\left(\Delta_{N^{2}+1}\right)\right)^{\frac{p}{2}} d \boldsymbol{t} \leqslant \\
& \leqslant\left(4\left(\frac{\sqrt{2} A \cdot 4 L^{2}}{2 N^{2}}\right)^{2 \alpha}+4 \mu\left(\Delta_{N^{2}+1}\right)\right)^{\frac{p}{2}} \cdot \int_{\mathbb{T}} d \boldsymbol{t}= \\
& =\left(4\left(\frac{2 \sqrt{2} A \cdot L^{2}}{N^{2}}\right)^{2 \alpha}+4 \mu\left(\Delta_{N^{2}+1}\right)\right)^{\frac{p}{2}} \cdot(2 A)^{2} .
\end{aligned}
$$

We will choose such $L$ that

$$
\mu\left(\Delta_{N^{2}+1}\right) \leqslant \frac{\varepsilon^{2}}{8 \cdot(2 A)^{\frac{4}{p}} \max \left(p, 2 \ln \frac{2}{\delta}\right)},
$$

where $0<\delta<1, \varepsilon>0$.
Hence, by Theorem 3.3 the inequality

$$
\int_{\mathbb{T}}\left(\tau\left(\xi(\boldsymbol{t})-\xi_{N}(\boldsymbol{t})\right)\right)^{p} d \boldsymbol{t} \leqslant \frac{\varepsilon^{p}}{\max \left(p^{\frac{p}{2}},\left(2 \ln \frac{2}{\delta}\right)^{\frac{p}{2}}\right)},
$$

follows, when $N$ satisfies

$$
N \geqslant \max \left(Z_{1}, Z_{2}\right),
$$

where

$$
Z_{1}=\frac{2^{\frac{3 p \alpha+4 p+4}{4 p \alpha}} L \cdot A^{\frac{p \alpha+2}{2 p \alpha}}\left(\ln \frac{2}{\delta}\right)^{\frac{1}{4 \alpha}}}{\varepsilon^{\frac{1}{2 \alpha}}}, Z_{2}=\frac{2^{\frac{3 p \alpha+3 p+4}{4 p \alpha}} L \cdot A^{\frac{p \alpha+2}{2 p \alpha}} p^{\frac{1}{4 \alpha}}}{\varepsilon^{\frac{1}{2 \alpha}}} .
$$

Thus the model $\xi_{N}(\boldsymbol{t})$ approximate field $\xi(\boldsymbol{t})$ with reliability $1-\delta, 0<$ $\delta<1$ and accuracy $\varepsilon>0$ in the space $L_{p}(\mathbb{T})$ under previous condition.

Example 3.2. Let the field and its model are the same as in Example 3.1. Then from the inequality (3.3), we have

$$
\tau^{2}\left(\xi(\boldsymbol{t})-\xi_{N}(\boldsymbol{t})\right) \leqslant 2^{2(1-\alpha)}\|\boldsymbol{t}\|^{2 \alpha} \mu\left(\overline{\Delta_{N^{2}+1}}\right)\left(\frac{2 L}{N}\right)^{4 \alpha}+4 \mu\left(\Delta_{N^{2}+1}\right)
$$

From this evaluation and Theorem 3.3 it follows that the model $\xi_{N}(\boldsymbol{t})$
approximate field $\xi(\boldsymbol{t})$ with reliability $1-\delta, 0<\delta<1$ and accuracy $\varepsilon>0$ in the space $L_{p}(\mathbb{T})$, if for $N$ the following inequality holds $N \geqslant \max \left(Z_{3}, Z_{4}\right)$, where

$$
\begin{aligned}
& Z_{3}=\left(\frac{2^{\frac{4+3 p+3 p \alpha}{2 p \alpha}} A^{1+\frac{2}{p \alpha}} L^{2}\left(\ln \frac{2}{\delta}\right)^{\frac{1}{2 \alpha}}\left(\mu\left(\overline{\Delta_{N^{2}+1}}\right)\right)^{\frac{1}{2 \alpha}}}{\left(\varepsilon^{2}-8(2 A)^{\frac{4}{p}} \mu\left(\Delta_{N^{2}+1}\right) \ln \frac{2}{\delta}\right)^{\frac{1}{2 \alpha}}}\right)^{\frac{1}{2}} \\
& Z_{4}=\left(\frac{2^{\frac{4+2 p+3 p \alpha}{2 p \alpha}} A^{1+\frac{2}{p \alpha}} L^{2} p^{\frac{1}{2 \alpha}}\left(\mu\left(\overline{\Delta_{N^{2}+1}}\right)\right)^{\frac{1}{2 \alpha}}}{\left(\varepsilon^{2}-4(2 A)^{\frac{4}{p}} \mu\left(\Delta_{N^{2}+1}\right) p\right)^{\frac{1}{2 \alpha}}}\right)^{\frac{1}{2}}
\end{aligned}
$$

Let $\mu\left(\left[-\lambda_{1}, \lambda_{1}\right] \times\left[-\lambda_{2}, \lambda_{2}\right]\right)=\left(1-e^{-\lambda_{1}}\right)\left(1-e^{-\lambda_{2}}\right), p=2, \alpha=1, A=1$, $\delta=0,01$ and $\varepsilon=0,06$ then we obtained that $N(6,075)=161,4968$.

So, if we choose the minimum partition $N=162$, then we can constructed the model $\xi_{N}(\boldsymbol{t})$ of Gaussian stochastic field $\xi(\boldsymbol{t})$.


Figure 3.1. Model of Gaussian stochastic field in the space $L_{2}(\mathbb{T})$.

### 3.3. Estimates of Bessel functions of the first kind

In this section, we found new estimates for Bessel functions of the first kind. Also we considered differences Bessel functions with different arguments. The estimates for the difference between two and four functions were obtained.

It is known that

$$
J_{k}(u)=\frac{1}{\pi} \int_{0}^{\pi} \cos (k \varphi-u \sin \varphi) d \varphi, k=\overline{1, \infty}
$$

is the integral representation of the Bessel functions of the first kind (see [6]).
Lemma 3.3. For all $0<\alpha \leqslant 1$,

$$
\left|J_{k}(u)\right| \leqslant 2^{1-\alpha}|u|^{\alpha} \pi^{\alpha} \frac{1}{k^{\alpha}} .
$$

Proof. We have

$$
\begin{aligned}
\left|J_{k}(u)\right| & \left.=\frac{1}{\pi}\left|\int_{0}^{\pi} \cos (k \varphi-u \sin \varphi) d \varphi\right|=\frac{1}{\pi} \right\rvert\, \int_{0}^{\pi} \cos (k \varphi) \cos (u \sin \varphi) d \varphi+ \\
& \left.+\int_{0}^{\pi} \sin (k \varphi) \sin (u \sin \varphi) d \varphi\left|=\frac{1}{\pi}\right| I_{1}+I_{2} \right\rvert\, \leqslant \frac{1}{\pi}\left(\left|I_{1}\right|+\left|I_{2}\right|\right) .
\end{aligned}
$$

Since the integrand in the integral $I_{1}$ is an even and periodic function with period $2 \pi$, we can transform $I_{1}$ as follows

$$
\begin{aligned}
I_{1} & =\int_{0}^{\pi} \cos (k \varphi) \cos (u \sin \varphi) d \varphi=\frac{1}{2} \int_{-\pi}^{\pi} \cos (k \varphi) \cos (u \sin \varphi) d \varphi= \\
& =\frac{1}{2} \int_{-\pi}^{\pi} \cos \left(k\left(\varphi+\frac{\pi}{k}\right)\right) \cos \left(u \sin \left(\varphi+\frac{\pi}{k}\right)\right) d \varphi=\frac{1}{2} \int_{-\pi}^{\pi} \cos (k \varphi+\pi) \times \\
& \times \cos \left(u \sin \left(\varphi+\frac{\pi}{k}\right)\right) d \varphi=-\frac{1}{2} \int_{-\pi}^{\pi} \cos (k \varphi) \cos \left(u \sin \left(\varphi+\frac{\pi}{k}\right)\right) d \varphi
\end{aligned}
$$

Then the integral $I_{1}$ is written as follows

$$
I_{1}=-\frac{1}{4} \int_{-\pi}^{\pi} \cos (k \varphi) \cos \left(u \sin \left(\varphi+\frac{\pi}{k}\right)\right) d \varphi+\frac{1}{4} \int_{-\pi}^{\pi} \cos (k \varphi) \cos (u \sin \varphi) d \varphi
$$

We are going to obtain a bound for $\left|I_{1}\right|$. Indeed,

$$
\begin{aligned}
\left|I_{1}\right| & =\left|-\frac{1}{4} \int_{-\pi}^{\pi} \cos (k \varphi) \cos \left(u \sin \left(\varphi+\frac{\pi}{k}\right)\right) d \varphi+\frac{1}{4} \int_{-\pi}^{\pi} \cos (k \varphi) \cos (u \sin \varphi) d \varphi\right| \leqslant \\
& \left.\leqslant \frac{1}{4} \int_{-\pi}^{\pi}\left|\cos (k \varphi)\left(\cos (u \sin \varphi)-\cos \left(u \sin \left(\varphi+\frac{\pi}{k}\right)\right)\right)\right| d \varphi=\frac{1}{4} \int_{-\pi}^{\pi} \right\rvert\, \cos (k \varphi) \times \\
& \left.\times 2 \sin \left(\frac{u\left(\sin \left(\varphi+\frac{\pi}{k}\right)-\sin \varphi\right)}{2}\right) \cdot \sin \left(\frac{u\left(\sin \left(\varphi+\frac{\pi}{k}\right)+\sin \varphi\right)}{2}\right) \right\rvert\, d \varphi \leqslant \\
& \left.\leqslant \frac{1}{2} \int_{-\pi}^{\pi}\left|\sin \left(\frac{u\left(\sin \left(\varphi+\frac{\pi}{k}\right)-\sin \varphi\right)}{2}\right)\right| d \varphi \leqslant \frac{1}{2} \int_{-\pi}^{\pi}\left|\frac{u}{2}\right|^{\alpha} \right\rvert\, \sin \left(\varphi+\frac{\pi}{k}\right)- \\
& -\left.\sin \varphi\right|^{\alpha} d \varphi=\frac{1}{2} \int_{-\pi}^{\pi}\left|\frac{u}{2}\right|^{\alpha}\left|2 \cos \left(\frac{2 \varphi+\frac{\pi}{k}}{2}\right) \cdot \sin \frac{\pi}{2 k}\right|^{\alpha} d \varphi \leqslant \frac{1}{2} \int_{-\pi}^{\pi}|u|^{\alpha} \times \\
& \times\left|\sin \frac{\pi}{2 k}\right|^{\alpha} d \varphi=|u|^{\alpha} \cdot \pi\left|\sin \frac{\pi}{2 k}\right|^{\alpha} \leqslant \pi \cdot|u|^{\alpha}\left(\frac{\pi}{2 k}\right)^{\alpha} .
\end{aligned}
$$

For the integral $I_{2}$,

$$
\begin{aligned}
I_{2} & =\int_{0}^{\pi} \sin (k \varphi) \sin (u \sin \varphi) d \varphi=\frac{1}{2} \int_{-\pi}^{\pi} \sin (k \varphi) \sin (u \sin \varphi) d \varphi= \\
& \left.=\frac{1}{2} \int_{-\pi}^{\pi} \sin \left(k\left(\varphi+\frac{\pi}{k}\right)\right) \sin \left(u \sin \left(\varphi+\frac{\pi}{k}\right)\right) d \varphi=\frac{1}{2} \int_{-\pi}^{\pi} \sin (k \varphi-\pi)\right) \times \\
& \times \sin \left(u \sin \left(\varphi+\frac{\pi}{k}\right)\right) d \varphi=-\frac{1}{2} \int_{-\pi}^{\pi} \sin (k \varphi) \sin \left(u \sin \left(\varphi+\frac{\pi}{k}\right)\right) d \varphi .
\end{aligned}
$$

As in the case of $I_{1}$, the integral $I_{2}$ is transformed to the following form

$$
I_{2}=-\frac{1}{4} \int_{-\pi}^{\pi} \sin (k \varphi) \sin \left(u \sin \left(\varphi+\frac{\pi}{k}\right)\right) d \varphi+\frac{1}{4} \int_{-\pi}^{\pi} \sin (k \varphi) \sin (u \sin \varphi) d \varphi .
$$

Then $\left|I_{2}\right|$ admits the following bound

$$
\left|I_{2}\right| \leqslant \pi \cdot|u|^{\alpha}\left(\frac{\pi}{2 k}\right)^{\alpha}
$$

whence

$$
\begin{aligned}
\left|J_{k}(u)\right| & =\frac{1}{\pi}\left|I_{1}+I_{2}\right| \leqslant \frac{1}{\pi}\left(\pi \cdot|u|^{\alpha}\left(\frac{\pi}{2 k}\right)^{\alpha}+\pi \cdot|u|^{\alpha}\left(\frac{\pi}{2 k}\right)^{\alpha}\right)= \\
& =2^{1-\alpha} \cdot|u|^{\alpha} \pi^{\alpha} \cdot \frac{1}{k^{\alpha}},
\end{aligned}
$$

where $0<\alpha \leqslant 1$.

Lemma 3.4. For all $0<\alpha \leqslant 1$

$$
\left|J_{k}(t \lambda)-J_{k}(t u)\right| \leqslant 4^{1-\alpha} t^{\alpha}|\lambda-u|^{\alpha} \pi^{\alpha} \cdot \frac{1}{k^{\alpha}}\left(1+\frac{t^{\alpha}|\lambda+u|^{\alpha}}{2^{\alpha}}\right) .
$$

Proof. Using the integrals $I_{1}$ and $I_{2}$ evaluated in the proof of Lemma 3.3, we get

$$
\begin{aligned}
& \left|J_{k}(t \lambda)-J_{k}(t u)\right|=\frac{1}{\pi} \left\lvert\,\left(-\frac{1}{4} \int_{-\pi}^{\pi} \cos (k \varphi) \cos \left(t \lambda \sin \left(\varphi+\frac{\pi}{k}\right)\right) d \varphi+\right.\right. \\
& +\frac{1}{4} \int_{-\pi}^{\pi} \cos (k \varphi) \cos (t \lambda \sin \varphi) d \varphi+\frac{1}{4} \int_{-\pi}^{\pi} \cos (k \varphi) \cos \left(t u \sin \left(\varphi+\frac{\pi}{k}\right)\right) d \varphi- \\
& \left.-\frac{1}{4} \int_{-\pi}^{\pi} \cos (k \varphi) \cos (t u \sin \varphi) d \varphi\right)+\left(-\frac{1}{4} \int_{-\pi}^{\pi} \sin (k \varphi) \sin \left(t \lambda \sin \left(\varphi+\frac{\pi}{k}\right)\right) d \varphi+\right. \\
& +\frac{1}{4} \int_{-\pi}^{\pi} \sin (k \varphi) \sin (t \lambda \sin \varphi) d \varphi+\frac{1}{4} \int_{-\pi}^{\pi} \sin (k \varphi) \sin \left(t u \sin \left(\varphi+\frac{\pi}{k}\right)\right) d \varphi- \\
& \left.-\frac{1}{4} \int_{-\pi}^{\pi} \sin (k \varphi) \sin (t u \sin \varphi) d \varphi\right)\left|=\frac{1}{\pi}\right| S_{1}+S_{2} \left\lvert\, \leqslant \frac{1}{\pi}\left(\left|S_{1}\right|+\left|S_{2}\right|\right) .\right.
\end{aligned}
$$

Then we find a bound for $\left|S_{1}\right|$

$$
\begin{aligned}
\left|S_{1}\right| & =\left\lvert\,-\frac{1}{4} \int_{-\pi}^{\pi} \cos (k \varphi) \cos \left(t \lambda \sin \left(\varphi+\frac{\pi}{k}\right)\right) d \varphi+\frac{1}{4} \int_{-\pi}^{\pi} \cos (k \varphi) \cos (t \lambda \sin \varphi) d \varphi+\right. \\
& \left.+\frac{1}{4} \int_{-\pi}^{\pi} \cos (k \varphi) \cos \left(t u \sin \left(\varphi+\frac{\pi}{k}\right)\right) d \varphi-\frac{1}{4} \int_{-\pi}^{\pi} \cos (k \varphi) \cos (t u \sin \varphi) d \varphi \right\rvert\, \leqslant \\
& \leqslant \frac{1}{4} \int_{-\pi}^{\pi}|\cos (k \varphi)|(\cos (t \lambda \sin \varphi)-\cos (t u \sin \varphi))-\left(\cos \left(t \lambda \sin \left(\varphi+\frac{\pi}{k}\right)\right)-\right. \\
& \left.-\cos \left(t u \sin \left(\varphi+\frac{\pi}{k}\right)\right)\right)\left|d \varphi=\frac{1}{2} \int_{-\pi}^{\pi}\right| \cos (k \varphi)|\cdot| \sin \frac{t(u+\lambda) \sin \varphi}{2} \times \\
& \left.\times \sin \frac{t(u-\lambda) \sin \varphi}{2}-\sin \frac{t(u+\lambda) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \sin \frac{t(u-\lambda) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \right\rvert\, d \varphi= \\
& =\frac{1}{2} \int_{-\pi}^{\pi}|\cos (k \varphi)| \left\lvert\, \sin \frac{t(u+\lambda) \sin \varphi}{2}\left(\sin \frac{t(u-\lambda) \sin \varphi}{2}-\right.\right. \\
& \left.-\sin \frac{t(u-\lambda) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}\right)+\sin \frac{t(u-\lambda) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}\left(\sin \frac{t(u+\lambda) \sin \varphi}{2}-\right. \\
& \left.-\sin \frac{t(u+\lambda) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}\right)\left|d \varphi=\int_{-\pi}^{\pi}\right| \cos (k \varphi)\left|\left\lvert\, \sin \frac{t(u+\lambda) \sin \varphi}{2} \times\right.\right. \\
& \times \cos \frac{t(u-\lambda)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4} \sin \frac{t(u-\lambda)\left(\sin \varphi-\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4}+ \\
& +\cos \frac{t(u+\lambda)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4} \sin \frac{t(u+\lambda)\left(\sin \varphi-\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4} \times \\
& \times \sin \frac{t(u-\lambda) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \left\lvert\, d \varphi \leqslant \int_{-\pi}^{\pi}\left(\left|\sin \frac{t(u-\lambda)\left(\sin \varphi-\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4}\right|+\right.\right. \\
& \left.+\left|\sin \frac{t(u-\lambda) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \sin \frac{t(u+\lambda)\left(\sin \varphi-\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4}\right|\right) d \varphi \leqslant \\
& \leqslant 2 \pi\left(\frac{t^{\alpha}|\lambda-u|^{\alpha}\left(\frac{\pi}{2 k}\right)^{\alpha}}{2^{\alpha}}+\frac{t^{\alpha}|\lambda-u|^{\alpha} t^{\alpha}|\lambda+u|^{\alpha}\left(\frac{\pi}{2 k}\right)^{\alpha}}{2^{\alpha} \cdot 2^{\alpha}}\right)= \\
& =2 \pi\left(\frac{t}{2}\right)^{\alpha}|\lambda-u|^{\alpha}\left(\frac{\pi}{2 k}\right)^{\alpha}\left(1+\frac{t^{\alpha}|\lambda+u|^{\alpha}}{2^{\alpha}}\right) \cdot
\end{aligned}
$$

Similarly, we obtain a bound for $\left|S_{2}\right|$

$$
\begin{aligned}
& \left|S_{2}\right|=\left\lvert\,-\frac{1}{4} \int_{-\pi}^{\pi} \sin (k \varphi) \sin \left(t \lambda \sin \left(\varphi+\frac{\pi}{k}\right)\right) d \varphi+\frac{1}{4} \int_{-\pi}^{\pi} \sin (k \varphi) \sin (t \lambda \sin \varphi) d \varphi+\right. \\
& \left.+\frac{1}{4} \int_{-\pi}^{\pi} \sin (k \varphi) \sin \left(t u \sin \left(\varphi+\frac{\pi}{k}\right)\right) d \varphi-\frac{1}{4} \int_{-\pi}^{\pi} \sin (k \varphi) \sin (t u \sin \varphi) d \varphi \right\rvert\, \leqslant \\
& \leqslant \frac{1}{4} \int_{-\pi}^{\pi}|\sin (k \varphi)| \cdot \left\lvert\,(\sin (t \lambda \sin \varphi)-\sin (t u \sin \varphi))-\left(\sin \left(t \lambda \sin \left(\varphi+\frac{\pi}{k}\right)\right)-\right.\right. \\
& \left.-\sin \left(t u \sin \left(\varphi+\frac{\pi}{k}\right)\right)\right)\left|d \varphi=\frac{1}{2} \int_{-\pi}^{\pi}\right| \sin (k \varphi)|\cdot| \cos \frac{t(\lambda+u) \sin \varphi}{2} \times \\
& \left.\times \sin \frac{t(\lambda-u) \sin \varphi}{2}-\cos \frac{t(\lambda+u) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \sin \frac{t(\lambda-u) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \right\rvert\, d \varphi= \\
& =\frac{1}{2} \int_{-\pi}^{\pi}|\sin (k \varphi)| \left\lvert\, \cos \frac{t(\lambda+u) \sin \varphi}{2}\left(\sin \frac{t(\lambda-u) \sin \varphi}{2}-\right.\right. \\
& \left.-\sin \frac{t(\lambda-u) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}\right)+\sin \frac{t(\lambda-u) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}\left(\cos \frac{t(\lambda+u) \sin \varphi}{2}-\right. \\
& \left.-\cos \frac{t(\lambda+u) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}\right)\left|d \varphi \leqslant \int_{-\pi}^{\pi}\right| \sin (k \varphi) \left\lvert\,\left(\left\lvert\, \cos \frac{t(\lambda+u) \sin \varphi}{2} \times\right.\right.\right. \\
& \left.\times \cos \frac{t(\lambda-u)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4} \sin \frac{t(\lambda-u)\left(\sin \varphi-\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4} \right\rvert\,+ \\
& +\left\lvert\, \sin \frac{t(\lambda+u)\left(\sin \left(\varphi+\frac{\pi}{k}\right)-\sin \varphi\right)}{4} \sin \frac{t(\lambda+u)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4} \times\right. \\
& \left.\left.\times \sin \frac{t(\lambda-u) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \right\rvert\,\right) d \varphi \leqslant \int_{-\pi}^{\pi}\left(\left|\sin \frac{t(\lambda-u)\left(\sin \varphi-\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4}\right|+\right. \\
& \left.+\left|\sin \frac{t(\lambda-u) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \sin \frac{t(\lambda+u)\left(\sin \left(\varphi+\frac{\pi}{k}\right)-\sin \varphi\right)}{4}\right|\right) d \varphi \leqslant \\
& \leqslant 2 \pi\left(\frac{t^{\alpha}|\lambda-u|^{\alpha}\left(\frac{\pi}{2 k}\right)^{\alpha}}{2^{\alpha}}+\frac{t^{\alpha}|\lambda-u|^{\alpha} t^{\alpha}|\lambda+u|^{\alpha}\left(\frac{\pi}{2 k}\right)^{\alpha}}{2^{\alpha} \cdot 2^{\alpha}}\right)= \\
& =2 \pi\left(\frac{t}{2}\right)^{\alpha}|\lambda-u|^{\alpha}\left(\frac{\pi}{2 k}\right)^{\alpha}\left(1+\frac{t^{\alpha}|\lambda+u|^{\alpha}}{2^{\alpha}}\right) \text {. }
\end{aligned}
$$

Then

$$
\begin{aligned}
\left|J_{k}(t \lambda)-J_{k}(t u)\right| & \leqslant 2\left(\frac{t}{2}\right)^{\alpha}|\lambda-u|^{\alpha}\left(\frac{\pi}{2 k}\right)^{\alpha}\left(1+\frac{t^{\alpha}|\lambda+u|^{\alpha}}{2^{\alpha}}\right)+ \\
& +2\left(\frac{t}{2}\right)^{\alpha}|\lambda-u|^{\alpha}\left(\frac{\pi}{2 k}\right)^{\alpha}\left(1+\frac{t^{\alpha}|\lambda+u|^{\alpha}}{2^{\alpha}}\right)= \\
& =4^{1-\alpha}\left(\frac{\pi \cdot t|\lambda-u|}{k}\right)^{\alpha}\left(1+\frac{t^{\alpha}|\lambda+u|^{\alpha}}{2^{\alpha}}\right) .
\end{aligned}
$$

Lemma 3.5. For all $0<\alpha \leqslant 1$ and $0<\beta \leqslant 1$

$$
\left|J_{k}(t \lambda)-J_{k}(s \lambda)\right| \leqslant 4^{1-\alpha} \pi^{\alpha} \cdot \frac{1}{k^{\alpha}}\left(\lambda^{\alpha}|s-t|^{\alpha}+\lambda^{\alpha+\beta}|s-t|^{\beta}|s+t|^{\alpha}\right)
$$

Proof. Substituting the expressions for the integrals $I_{1}$ and $I_{2}$ from the proof of the Lemma 3.3, we have

$$
\begin{aligned}
& \left|J_{k}(t \lambda)-J_{k}(s \lambda)\right|=\frac{1}{\pi} \left\lvert\,\left(-\frac{1}{4} \int_{-\pi}^{\pi} \cos (k \varphi) \cos \left(t \lambda \sin \left(\varphi+\frac{\pi}{k}\right)\right) d \varphi+\right.\right. \\
& +\frac{1}{4} \int_{-\pi}^{\pi} \cos (k \varphi) \cos (t \lambda \sin \varphi) d \varphi+\frac{1}{4} \int_{-\pi}^{\pi} \cos (k \varphi) \cos \left(s \lambda \sin \left(\varphi+\frac{\pi}{k}\right)\right) d \varphi- \\
& \left.-\frac{1}{4} \int_{-\pi}^{\pi} \cos (k \varphi) \cos (s \lambda \sin \varphi) d \varphi\right)+\left(-\frac{1}{4} \int_{-\pi}^{\pi} \sin (k \varphi) \sin \left(t \lambda \sin \left(\varphi+\frac{\pi}{k}\right)\right) d \varphi+\right. \\
& +\frac{1}{4} \int_{-\pi}^{\pi} \sin (k \varphi) \sin (t \lambda \sin \varphi) d \varphi+\frac{1}{4} \int_{-\pi}^{\pi} \sin (k \varphi) \sin \left(s \lambda \sin \left(\varphi+\frac{\pi}{k}\right)\right) d \varphi- \\
& \left.-\frac{1}{4} \int_{-\pi}^{\pi} \sin (k \varphi) \sin (s \lambda \sin \varphi) d \varphi\right)\left|=\frac{1}{\pi}\right| S_{1}+S_{2} \left\lvert\, \leqslant \frac{1}{\pi}\left(\left|S_{1}\right|+\left|S_{2}\right|\right) .\right.
\end{aligned}
$$

Now we estimate $\left|S_{1}\right|$

$$
\begin{aligned}
\left|S_{1}\right| & =\frac{1}{4} \left\lvert\, \int_{-\pi}^{\pi} \cos (k \varphi)\left[(\cos (t \lambda \sin \varphi)-\cos (s \lambda \sin \varphi))-\left(\cos \left(t \lambda \sin \left(\varphi+\frac{\pi}{k}\right)\right)-\right.\right.\right. \\
& \left.\left.-\cos \left(s \lambda \sin \left(\varphi+\frac{\pi}{k}\right)\right)\right)\right] d \varphi\left|\leqslant \frac{1}{2} \int_{-\pi}^{\pi}\right| \cos (k \varphi)|\cdot| \sin \frac{\lambda(s+t) \sin \varphi}{2} \times \\
& \left.\times \sin \frac{\lambda(s-t) \sin \varphi}{2}-\sin \frac{\lambda(s+t) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \sin \frac{\lambda(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \right\rvert\, d \varphi=
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{2} \int_{-\pi}^{\pi}|\cos (k \varphi)| \left\lvert\, \sin \frac{\lambda(s+t) \sin \varphi}{2}\left(\sin \frac{\lambda(s-t) \sin \varphi}{2}-\right.\right. \\
& \left.-\sin \frac{\lambda(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}\right)+\sin \frac{\lambda(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}\left(\sin \frac{\lambda(s+t) \sin \varphi}{2}-\right. \\
& \left.-\sin \frac{\lambda(s+t) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}\right)\left|d \varphi=\int_{-\pi}^{\pi}\right| \cos (k \varphi)|\cdot| \sin \frac{\lambda(s+t) \sin \varphi}{2} \times \\
& \times \cos \frac{\lambda(s-t)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4} \sin \frac{\lambda(s-t)\left(\sin \varphi-\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4}+ \\
& +\cos \frac{\lambda(s+t)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4} \sin \frac{\lambda(s+t)\left(\sin \varphi-\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4} \times \\
& \times \sin \frac{\lambda(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \left\lvert\, d \varphi \leqslant \int_{-\pi}^{\pi}\left(\left|\sin \frac{\lambda(s-t)\left(\sin \varphi-\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4}\right|+\right.\right. \\
& \left.+\left|\sin \frac{\lambda(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \sin \frac{\lambda(s+t)\left(\sin \varphi-\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4}\right|\right) d \varphi \leqslant \\
& \leqslant 2 \pi\left(\frac{\lambda^{\alpha}|s-t|^{\alpha}\left(\frac{\pi}{2 k}\right)^{\alpha}}{2^{\alpha}}+\frac{\lambda^{\beta}|s-t|^{\beta} \lambda^{\alpha}|s+t|^{\alpha}\left(\frac{\pi}{2 k}\right)^{\alpha}}{2^{\beta} \cdot 2^{\alpha}}\right) .
\end{aligned}
$$

A bound for $\left|S_{2}\right|$ is obtained similarly.

$$
\begin{aligned}
\left|S_{2}\right| & =\frac{1}{4} \left\lvert\, \int_{-\pi}^{\pi} \sin (k \varphi)\left[(\sin (t \lambda \sin \varphi)-\sin (s \lambda \sin \varphi))-\left(\sin \left(t \lambda \sin \left(\varphi+\frac{\pi}{k}\right)\right)-\right.\right.\right. \\
& \left.\left.-\sin \left(s \lambda \sin \left(\varphi+\frac{\pi}{k}\right)\right)\right)\right] d \varphi\left|\leqslant \frac{1}{2} \int_{-\pi}^{\pi}\right| \sin (k \varphi)|\cdot| \cos \frac{\lambda(t+s) \sin \varphi}{2} \times \\
& \left.\times \sin \frac{\lambda(t-s) \sin \varphi}{2}-\cos \frac{\lambda(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \sin \frac{\lambda(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \right\rvert\, d \varphi= \\
& =\frac{1}{2} \int_{-\pi}^{\pi}|\sin (k \varphi)| \left\lvert\, \cos \frac{\lambda(t+s) \sin \varphi}{2}\left(\sin \frac{\lambda(t-s) \sin \varphi}{2}-\right.\right. \\
& \left.-\sin \frac{\lambda(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}\right)+\sin \frac{\lambda(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}\left(\cos \frac{\lambda(t+s) \sin \varphi}{2}-\right. \\
& \left.-\cos \frac{\lambda(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}\right)\left|d \varphi \leqslant \int_{-\pi}^{\pi}\right| \sin (k \varphi) \left\lvert\, \cdot\left(\left\lvert\, \cos \frac{\lambda(t+s) \sin \varphi}{2} \times\right.\right.\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.\times \cos \frac{\lambda(t-s)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4} \sin \frac{\lambda(t-s)\left(\sin \varphi-\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4} \right\rvert\,+ \\
& +\left\lvert\, \sin \frac{\lambda(t+s)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4} \sin \frac{\lambda(t+s)\left(\sin \left(\varphi+\frac{\pi}{k}\right)-\sin \varphi\right)}{4} \times\right. \\
& \left.\left.\times \sin \frac{\lambda(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \right\rvert\,\right) d \varphi \leqslant \int_{-\pi}^{\pi}\left(\left|\sin \frac{\lambda(t-s)\left(\sin \varphi-\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4}\right|+\right. \\
& \left.+\left|\sin \frac{\lambda(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \sin \frac{\lambda(t+s)\left(\sin \left(\varphi+\frac{\pi}{k}\right)-\sin \varphi\right)}{4}\right|\right) d \varphi \leqslant \\
& \leqslant 2 \pi\left(\frac{\lambda^{\alpha}|s-t|^{\alpha}\left(\frac{\pi}{2 k}\right)^{\alpha}}{2^{\alpha}}+\frac{\lambda^{\beta}|s-t|^{\beta} \lambda^{\alpha}|s+t|^{\alpha}\left(\frac{\pi}{2 k}\right)^{\alpha}}{2^{\beta} \cdot 2^{\alpha}}\right)
\end{aligned}
$$

Then

$$
\begin{aligned}
\left|J_{k}(t \lambda)-J_{k}(s \lambda)\right| & \leqslant \frac{1}{\pi}\left[2 \pi\left(\frac{\lambda^{\alpha}|s-t|^{\alpha}\left(\frac{\pi}{2 k}\right)^{\alpha}}{2^{\alpha}}+\frac{\lambda^{\beta}|s-t|^{\beta} \lambda^{\alpha}|s+t|^{\alpha}\left(\frac{\pi}{2 k}\right)^{\alpha}}{2^{\beta} \cdot 2^{\alpha}}\right)+\right. \\
& \left.+2 \pi\left(\frac{\lambda^{\alpha}|s-t|^{\alpha}\left(\frac{\pi}{2 k}\right)^{\alpha}}{2^{\alpha}}+\frac{\lambda^{\beta}|s-t|^{\beta} \lambda^{\alpha}|s+t|^{\alpha}\left(\frac{\pi}{2 k}\right)^{\alpha}}{2^{\beta} \cdot 2^{\alpha}}\right)\right]= \\
& =4^{1-\alpha} \pi^{\alpha} \frac{1}{k^{\alpha}}\left(\lambda^{\alpha}|s-t|^{\alpha}+\lambda^{\alpha+\beta}|s-t|^{\beta}|s+t|^{\alpha}\right)
\end{aligned}
$$

Lemma 3.6. For all $0<\alpha \leqslant 1$ holds

$$
\begin{aligned}
& \left|J_{k}(t \lambda)-J_{k}(t u)-J_{k}(s \lambda)+J_{k}(s u)\right| \leqslant 2 \cdot 4^{1-\alpha}|\lambda-u|^{\alpha}|s-t|^{\alpha}\left(\frac{\pi}{2 k}\right)^{\alpha} \times \\
& \times\left(1+\frac{|\lambda+u|^{\alpha}|s-t|^{\alpha}}{4^{\alpha}}+\frac{|t+s|^{\alpha}\left(\lambda^{\alpha}+2 u^{\alpha}\right)}{2^{\alpha}}+\frac{|t+s|^{2 \alpha} u^{\alpha}|\lambda+u|^{\alpha}}{4^{\alpha} \cdot 2^{\alpha}}\right)
\end{aligned}
$$

Proof. Since

$$
\begin{aligned}
J_{k}(t \lambda) & =\frac{1}{\pi}\left(-\frac{1}{4} \int_{-\pi}^{\pi} \cos (k \varphi) \cos \left(t \lambda \sin \left(\varphi+\frac{\pi}{k}\right)\right) d \varphi+\frac{1}{4} \int_{-\pi}^{\pi} \cos (k \varphi) \times\right. \\
& \times \cos (t \lambda \sin \varphi) d \varphi-\frac{1}{4} \int_{-\pi}^{\pi} \sin (k \varphi) \sin \left(t \lambda \sin \left(\varphi+\frac{\pi}{k}\right)\right) d \varphi+
\end{aligned}
$$

$$
\left.+\frac{1}{4} \int_{-\pi}^{\pi} \sin (k \varphi) \sin (t \lambda \sin \varphi) d \varphi\right)
$$

we conclude that

$$
\begin{aligned}
\mid J_{k}(t \lambda) & -J_{k}(t u)-J_{k}(s \lambda)+J_{k}(s u)\left|=\frac{1}{\pi}\right| \frac{1}{4} \int_{-\pi}^{\pi} \cos (k \varphi)(\cos (t \lambda \sin \varphi)- \\
& -\cos \left(t \lambda \sin \left(\varphi+\frac{\pi}{k}\right)\right)-\cos (t u \sin \varphi)+\cos \left(t u \sin \left(\varphi+\frac{\pi}{k}\right)\right)- \\
& -\cos (s \lambda \sin \varphi)+\cos \left(s \lambda \sin \left(\varphi+\frac{\pi}{k}\right)\right)+\cos (s u \sin \varphi)- \\
& \left.-\cos \left(s u \sin \left(\varphi+\frac{\pi}{k}\right)\right)\right) d \varphi+\frac{1}{4} \int_{-\pi}^{\pi} \sin (k \varphi)(\sin (t \lambda \sin \varphi)- \\
& -\sin \left(t \lambda \sin \left(\varphi+\frac{\pi}{k}\right)\right)-\sin (t u \sin \varphi)+\sin \left(t u \sin \left(\varphi+\frac{\pi}{k}\right)\right)- \\
& -\sin (s \lambda \sin \varphi)+\sin \left(s \lambda \sin \left(\varphi+\frac{\pi}{k}\right)\right)+\sin (s u \sin \varphi)- \\
& \left.-\sin \left(s u \sin \left(\varphi+\frac{\pi}{k}\right)\right)\right) d \varphi\left|=\frac{1}{\pi}\right| K_{1}+K_{2} \left\lvert\, \leqslant \frac{1}{\pi}\left(\left|K_{1}\right|+\left|K_{2}\right|\right)\right.
\end{aligned}
$$

Then we find a bound for $\left|K_{1}\right|$

$$
\begin{aligned}
\left|K_{1}\right| & =\frac{1}{4} \left\lvert\, \int_{-\pi}^{\pi} \cos (k \varphi)\left[(\cos (t \lambda \sin \varphi)-\cos (s \lambda \sin \varphi))-\left(\cos \left(t \lambda \sin \left(\varphi+\frac{\pi}{k}\right)\right)-\right.\right.\right. \\
& \left.-\cos \left(s \lambda \sin \left(\varphi+\frac{\pi}{k}\right)\right)\right)-(\cos (t u \sin \varphi)-\cos (s u \sin \varphi))+ \\
& \left.+\left(\cos \left(t u \sin \left(\varphi+\frac{\pi}{k}\right)\right)-\cos \left(s u \sin \left(\varphi+\frac{\pi}{k}\right)\right)\right)\right] \left.d \varphi\left|\leqslant \frac{1}{4} \int_{-\pi}^{\pi}\right| \cos (k \varphi) \right\rvert\, \times \\
& \times \left\lvert\, 2 \sin \frac{\lambda(t+s) \sin \varphi}{2} \sin \frac{\lambda(s-t) \sin \varphi}{2}-2 \sin \frac{\lambda(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \times\right. \\
& \times \sin \frac{\lambda(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}-2 \sin \frac{u(t+s) \sin \varphi}{2} \sin \frac{u(s-t) \sin \varphi}{2}+ \\
& \left.+2 \sin \frac{u(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \sin \frac{u(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}\left|d \varphi=\frac{1}{2} \int_{-\pi}^{\pi}\right| \cos (k \varphi) \right\rvert\, \times \\
& \times \left\lvert\,\left(\sin \frac{\lambda(t+s) \sin \varphi}{2} \sin \frac{\lambda(s-t) \sin \varphi}{2}-\sin \frac{u(t+s) \sin \varphi}{2} \times\right.\right.
\end{aligned}
$$

$\left.\times \sin \frac{u(s-t) \sin \varphi}{2}\right)-\left(\sin \frac{\lambda(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \sin \frac{\lambda(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}-\right.$ $\left.-\sin \frac{u(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \sin \frac{u(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}\right) \left.\left|d \varphi=\frac{1}{2} \int_{-\pi}^{\pi}\right| \cos (k \varphi) \right\rvert\, \times$ $\times \left\lvert\, \sin \frac{\lambda(t+s) \sin \varphi}{2}\left(\sin \frac{\lambda(s-t) \sin \varphi}{2}-\sin \frac{u(s-t) \sin \varphi}{2}\right)+\right.$
$+\sin \frac{u(s-t) \sin \varphi}{2}\left(\sin \frac{\lambda(t+s) \sin \varphi}{2}-\sin \frac{u(t+s) \sin \varphi}{2}\right)-$
$-\sin \frac{\lambda(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}\left(\sin \frac{\lambda(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}-\right.$
$\left.-\sin \frac{u(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}\right)-\sin \frac{u(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}\left(\sin \frac{\lambda(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}-\right.$ $\left.\sin \frac{u(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}\right)\left|d \varphi=\frac{1}{2} \int_{-\pi}^{\pi}\right| \cos (k \varphi)|\cdot| 2 \sin \frac{\lambda(t+s) \sin \varphi}{2} \times$ $\times \cos \frac{(\lambda+u)(s-t) \sin \varphi}{4} \sin \frac{(\lambda-u)(s-t) \sin \varphi}{4}+2 \sin \frac{u(s-t) \sin \varphi}{2} \times$ $\times \cos \frac{(\lambda+u)(t+s) \sin \varphi}{4} \sin \frac{(\lambda-u)(t+s) \sin \varphi}{4}-2 \sin \frac{\lambda(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \times$ $\times \cos \frac{(\lambda+u)(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \sin \frac{(\lambda-u)(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{4}-$ $-2 \sin \frac{u(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \cos \frac{(\lambda+u)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \times$
$\times \sin \frac{(\lambda-u)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4}\left|d \varphi=\int_{-\pi}^{\pi}\right| \cos (k \varphi)|\cdot| \sin \frac{\lambda(t+s) \sin \varphi}{2} \times$ $\times \cos \frac{(\lambda+u)(s-t) \sin \varphi}{4}\left(\sin \frac{(\lambda-u)(s-t) \sin \varphi}{4}-\right.$ $\left.-\sin \frac{(\lambda-u)(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{4}\right)+\sin \frac{(\lambda-u)(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \times$ $\times\left(\sin \frac{\lambda(t+s) \sin \varphi}{2} \cos \frac{(\lambda+u)(s-t) \sin \varphi}{4}-\sin \frac{\lambda(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \times\right.$ $\left.\times \cos \frac{(\lambda+u)(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{4}\right)+\sin \frac{u(s-t) \sin \varphi}{2} \cos \frac{(\lambda+u)(t+s) \sin \varphi}{4} \times$

$$
\begin{aligned}
& \times\left(\sin \frac{(\lambda-u)(t+s) \sin \varphi}{4}-\sin \frac{(\lambda-u)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4}\right)+ \\
& +\sin \frac{(\lambda-u)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4}\left(\sin \frac{u(s-t) \sin \varphi}{2} \cos \frac{(\lambda+u)(t+s) \sin \varphi}{4}-\right. \\
& \left.-\sin \frac{u(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \cos \frac{(\lambda+u)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4}\right) \mid d \varphi= \\
& =\int_{-\pi}^{\pi}|\cos (k \varphi)| \cdot \left\lvert\, 2 \sin \frac{\lambda(t+s) \sin \varphi}{2} \cos \frac{(\lambda-u)(s-t)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{8} \times\right. \\
& \times \sin \frac{(\lambda-u)(s-t)\left(\sin \varphi-\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{8} \cos \frac{(\lambda+u)(s-t) \sin \varphi}{4}+ \\
& +\sin \frac{(\lambda-u)(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{4}\left[\operatorname { s i n } \frac { \lambda ( t + s ) \operatorname { s i n } \varphi } { 2 } \left(\cos \frac{(\lambda+u)(s-t) \sin \varphi}{4}-\right.\right. \\
& \left.-\cos \frac{(\lambda+u)(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{4}\right)+\cos \frac{(\lambda+u)(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \times \\
& \left.\times\left(\sin \frac{\lambda(t+s) \sin \varphi}{2}-\sin \frac{\lambda(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}\right)\right]+2 \sin \frac{u(s-t) \sin \varphi}{2} \times \\
& \times \cos \frac{(\lambda+u)(t+s) \sin \varphi}{4} \cos \frac{(\lambda-u)(t+s)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{8} \times \\
& \times \sin \frac{(\lambda-u)(t+s)\left(\sin \varphi-\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{8}+\sin \frac{(\lambda-u)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \times \\
& \times\left[\operatorname { s i n } \frac { u ( s - t ) \operatorname { s i n } \varphi } { 2 } \left(\cos \frac{(\lambda+u)(t+s) \sin \varphi}{4}-\right.\right. \\
& \left.-\cos \frac{(\lambda+u)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4}\right)+\cos \frac{(\lambda+u)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \times \\
& \left.\times\left(\sin \frac{u(s-t) \sin \varphi}{2}-\sin \frac{u(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}\right)\right]\left|d \varphi=\int_{-\pi}^{\pi}\right| \cos (k \varphi) \mid \times \\
& \times \left\lvert\, 2 \sin \frac{\lambda(t+s) \sin \varphi}{2} \cos \frac{(\lambda-u)(s-t)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{8} \times\right. \\
& \times \sin \frac{(\lambda-u)(s-t) \cos \left(\varphi+\frac{\pi}{2 k}\right) \sin \left(-\frac{\pi}{2 k}\right)}{4} \cos \frac{(\lambda+u)(s-t) \sin \varphi}{4}+ \\
& +2 \sin \frac{(\lambda-u)(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \sin \frac{(\lambda+u)(s-t)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{8} \times
\end{aligned}
$$

$$
\begin{aligned}
& \times \sin \frac{(\lambda+u)(s-t)\left(\sin \left(\varphi+\frac{\pi}{k}\right)-\sin \varphi\right)}{8} \sin \frac{\lambda(t+s) \sin \varphi}{2}+ \\
& +2 \sin \frac{(\lambda-u)(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \cos \frac{(\lambda+u)(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \times \\
& \times \cos \frac{\lambda(t+s)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4} \sin \frac{\lambda(t+s)\left(\sin \varphi-\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4}+ \\
& +2 \sin \frac{u(s-t) \sin \varphi}{2} \cos \frac{(\lambda-u)(t+s)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{8} \times \\
& \times \sin \frac{(\lambda-u)(t+s) \cos \left(\varphi+\frac{\pi}{2 k}\right) \sin \left(-\frac{\pi}{2 k}\right)}{4} \cos \frac{(\lambda+u)(t+s) \sin \varphi}{4}+ \\
& +2 \sin \frac{(\lambda-u)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \sin \frac{(\lambda+u)(t+s)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{8} \times \\
& \times \sin \frac{u(s-t) \sin \varphi}{2} \sin \frac{(\lambda+u)(t+s)\left(\sin \left(\varphi+\frac{\pi}{k}\right)-\sin \varphi\right)}{8}+ \\
& +2 \sin \frac{(\lambda-u)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \cos \frac{(\lambda+u)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \times \\
& \left.\times \cos \frac{u(s-t)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4} \sin \frac{u(s-t)\left(\sin \varphi-\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4} \right\rvert\, d \varphi \leqslant \\
& \leqslant 2 \int_{-\pi}^{\pi}|\cos (k \varphi)| \cdot\left[\left\lvert\, \sin \frac{\lambda(t+s) \sin \varphi}{2} \cos \frac{(\lambda-u)(s-t)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{8} \times\right.\right. \\
& \left.\times \sin \frac{(\lambda-u)(s-t) \cos \left(\varphi+\frac{\pi}{2 k}\right) \sin \left(-\frac{\pi}{2 k}\right)}{4} \cos \frac{(\lambda+u)(s-t) \sin \varphi}{4} \right\rvert\,+ \\
& +\left\lvert\, \sin \frac{(\lambda-u)(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \sin \frac{(\lambda+u)(s-t)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{8} \times\right. \\
& \left.\times \sin \frac{\lambda(t+s) \sin \varphi}{2} \sin \frac{(\lambda+u)(s-t) \cos \left(\varphi+\frac{\pi}{2 k}\right) \sin \frac{\pi}{2 k}}{4} \right\rvert\,+ \\
& +\left\lvert\, \sin \frac{(\lambda-u)(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \cos \frac{(\lambda+u)(s-t) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \times\right. \\
& \left.\times \cos \frac{\lambda(t+s)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4} \sin \frac{\lambda(t+s) \cos \left(\varphi+\frac{\pi}{2 k}\right) \sin \left(-\frac{\pi}{2 k}\right)}{2} \right\rvert\,+ \\
& +\left\lvert\, \sin \frac{u(s-t) \sin \varphi}{2} \cos \frac{(\lambda-u)(t+s)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{8} \times\right. \\
& \left.\times \sin \frac{(\lambda-u)(t+s) \cos \left(\varphi+\frac{\pi}{2 k}\right) \sin \left(-\frac{\pi}{2 k}\right)}{4} \cos \frac{(\lambda+u)(t+s) \sin \varphi}{4} \right\rvert\,+
\end{aligned}
$$

$$
\begin{aligned}
& +\left\lvert\, \sin \frac{(\lambda-u)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \sin \frac{u(s-t) \sin \varphi}{2} \times\right. \\
& \left.\times \sin \frac{(\lambda+u)(t+s)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{8} \sin \frac{(\lambda+u)(t+s) \cos \left(\varphi+\frac{\pi}{2 k}\right) \sin \frac{\pi}{2 k}}{4} \right\rvert\,+ \\
& +\left\lvert\, \sin \frac{(\lambda-u)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \cos \frac{(\lambda+u)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \times\right. \\
& \left.\left.\times \cos \frac{u(s-t)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4} \sin \frac{u(s-t) \cos \left(\varphi+\frac{\pi}{2 k}\right) \sin \left(-\frac{\pi}{2 k}\right)}{2} \right\rvert\,\right] d \varphi \leqslant \\
& \leqslant 4 \pi\left(\frac{|\lambda-u|^{\alpha}|s-t|^{\alpha}}{4^{\alpha}}\left(\frac{\pi}{2 k}\right)^{\alpha}+\frac{|\lambda-u|^{\alpha}|s-t|^{2 \alpha}|\lambda+u|^{\alpha}}{4^{2 \alpha}}\left(\frac{\pi}{2 k}\right)^{\alpha}+\right. \\
& +\frac{|\lambda-u|^{\alpha}|s-t|^{\alpha}|t+s|^{\alpha} \lambda^{\alpha}}{4^{\alpha} \cdot 2^{\alpha}}\left(\frac{\pi}{2 k}\right)^{\alpha}+\frac{|\lambda-u|^{\alpha}|s-t|^{\alpha}|t+s|^{\alpha} u^{\alpha}}{4^{\alpha} \cdot 2^{\alpha}}\left(\frac{\pi}{2 k}\right)^{\alpha}+ \\
& +\frac{|\lambda-u|^{\alpha}|s-t|^{\alpha}|t+s|^{2 \alpha} u^{\alpha}|\lambda+u|^{\alpha}}{4^{2 \alpha} \cdot 2^{\alpha}}\left(\frac{\pi}{2 k}\right)^{\alpha}+\frac{|\lambda-u|^{\alpha}|t+s|^{\alpha}|s-t|^{\alpha} u^{\alpha}}{4^{\alpha} \cdot 2^{\alpha}} \times \\
& \left.\times\left(\frac{\pi}{2 k}\right)^{\alpha}\right)=4^{1-\alpha} \pi|\lambda-u|^{\alpha}|s-t|^{\alpha}\left(\frac{\pi}{2 k}\right)^{\alpha}\left(1+\frac{|\lambda+u|^{\alpha}|s-t|^{\alpha}}{4^{\alpha}}+\right. \\
& \left.+\frac{|t+s|^{\alpha}\left(\lambda^{\alpha}+2 u^{\alpha}\right)}{2^{\alpha}}+\frac{|t+s|^{2 \alpha} u^{\alpha}|\lambda+u|^{\alpha}}{4^{\alpha} \cdot 2^{\alpha}}\right) \\
&
\end{aligned}
$$

Similarly, we obtain a bound for $\left|K_{2}\right|$

$$
\begin{aligned}
\left|K_{2}\right| & =\frac{1}{4} \left\lvert\, \int_{-\pi}^{\pi} \sin (k \varphi)\left[(\sin (t \lambda \sin \varphi)-\sin (s \lambda \sin \varphi))-\left(\sin \left(t \lambda \sin \left(\varphi+\frac{\pi}{k}\right)\right)-\right.\right.\right. \\
& \left.-\sin \left(s \lambda \sin \left(\varphi+\frac{\pi}{k}\right)\right)\right)-(\sin (t u \sin \varphi)-\sin (s u \sin \varphi))+ \\
& \left.+\left(\sin \left(t u \sin \left(\varphi+\frac{\pi}{k}\right)\right)-\sin \left(s u \sin \left(\varphi+\frac{\pi}{k}\right)\right)\right)\right] \left.d \varphi\left|\leqslant \frac{1}{4} \int_{-\pi}^{\pi}\right| \sin (k \varphi) \right\rvert\, \times \\
& \times \left\lvert\, 2 \cos \frac{\lambda(t+s) \sin \varphi}{2} \sin \frac{\lambda(t-s) \sin \varphi}{2}-2 \cos \frac{\lambda(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \times\right. \\
& \times \sin \frac{\lambda(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}-2 \cos \frac{u(t+s) \sin \varphi}{2} \sin \frac{u(t-s) \sin \varphi}{2}+ \\
& \left.+2 \cos \frac{u(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \sin \frac{u(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}\left|d \varphi=\frac{1}{2} \int_{-\pi}^{\pi}\right| \sin (k \varphi) \right\rvert\, \times
\end{aligned}
$$

$\times \left\lvert\,\left(\cos \frac{\lambda(t+s) \sin \varphi}{2} \sin \frac{\lambda(t-s) \sin \varphi}{2}-\cos \frac{u(t+s) \sin \varphi}{2} \times\right.\right.$
$\left.\times \sin \frac{u(t-s) \sin \varphi}{2}\right)-\left(\cos \frac{\lambda(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \sin \frac{\lambda(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}-\right.$
$\left.-\cos \frac{u(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \sin \frac{u(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}\right) \left.\left|d \varphi=\frac{1}{2} \int_{-\pi}^{\pi}\right| \sin (k \varphi) \right\rvert\, \times$
$\times \left\lvert\, \cos \frac{\lambda(t+s) \sin \varphi}{2}\left(\sin \frac{\lambda(t-s) \sin \varphi}{2}-\sin \frac{u(t-s) \sin \varphi}{2}\right)+\right.$
$+\sin \frac{u(t-s) \sin \varphi}{2}\left(\cos \frac{\lambda(t+s) \sin \varphi}{2}-\cos \frac{u(t+s) \sin \varphi}{2}\right)-$
$-\cos \frac{\lambda(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}\left(\sin \frac{\lambda(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}-\right.$
$\left.-\sin \frac{u(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}\right)-\sin \frac{u(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \times$
$\left.\times\left(\cos \frac{\lambda(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}-\cos \frac{u(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}\right) \right\rvert\, d \varphi=$
$=\frac{1}{2} \int_{-\pi}^{\pi}|\sin (k \varphi)| \left\lvert\, 2 \cos \frac{\lambda(t+s) \sin \varphi}{2} \cos \frac{(\lambda+u)(t-s) \sin \varphi}{4} \times\right.$
$\times \sin \frac{(\lambda-u)(t-s) \sin \varphi}{4}+2 \sin \frac{u(t-s) \sin \varphi}{2} \sin \frac{(\lambda+u)(t+s) \sin \varphi}{4} \times$
$\times \sin \frac{(u-\lambda)(t+s) \sin \varphi}{4}-2 \cos \frac{\lambda(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \times$
$\times \cos \frac{(\lambda+u)(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \sin \frac{(\lambda-u)(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4}-$ $-2 \sin \frac{u(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \sin \frac{(\lambda+u)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \times$
$\times \sin \frac{(u-\lambda)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4}\left|d \varphi=\int_{-\pi}^{\pi}\right| \sin (k \varphi)| | \cos \frac{\lambda(t+s) \sin \varphi}{2} \times$
$\times \cos \frac{(\lambda+u)(t-s) \sin \varphi}{4}\left(\sin \frac{(\lambda-u)(t-s) \sin \varphi}{4}-\right.$
$\left.-\sin \frac{(\lambda-u)(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4}\right)+\sin \frac{(\lambda-u)(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \times$

$$
\begin{aligned}
& \times\left(\cos \frac{\lambda(t+s) \sin \varphi}{2} \cos \frac{(\lambda+u)(t-s) \sin \varphi}{4}-\cos \frac{\lambda(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \times\right. \\
& \left.\times \cos \frac{(\lambda+u)(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4}\right)+\sin \frac{u(t-s) \sin \varphi}{2} \times \\
& \times \sin \frac{(\lambda+u)(t+s) \sin \varphi}{4}\left(\sin \frac{(u-\lambda)(t+s) \sin \varphi}{4}-\right. \\
& \left.-\sin \frac{(u-\lambda)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4}\right)+\sin \frac{(u-\lambda)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \times \\
& \times\left(\sin \frac{u(t-s) \sin \varphi}{2} \sin \frac{(\lambda+u)(t+s) \sin \varphi}{4}-\sin \frac{u(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2} \times\right. \\
& \left.\times \sin \frac{(\lambda+u)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4}\right)\left|d \varphi=\int_{-\pi}^{\pi}\right| \sin (k \varphi)\left|\left\lvert\, 2 \cos \frac{\lambda(t+s) \sin \varphi}{2} \times\right.\right. \\
& \times \cos \frac{(\lambda+u)(t-s) \sin \varphi}{4} \cos \frac{(\lambda-u)(t-s)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{8} \times \\
& \times \sin \frac{(\lambda-u)(t-s)\left(\sin \varphi-\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{8}+\sin \frac{(\lambda-u)(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \times \\
& \times\left[\left(\cos \frac{(\lambda+u)(t-s) \sin \varphi}{4}-\cos \frac{(\lambda+u)(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4}\right) \times\right. \\
& \times \cos \frac{\lambda(t+s) \sin \varphi}{2}+\cos \frac{(\lambda+u)(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4}\left(\cos \frac{\lambda(t+s) \sin \varphi}{2}-\right. \\
& \left.\left.-\cos \frac{\lambda(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}\right)\right]+2 \sin \frac{u(t-s) \sin \varphi}{2} \sin \frac{(\lambda+u)(t+s) \sin \varphi}{4} \times \\
& \times \cos \frac{(u-\lambda)(t+s)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{8} \times \\
& \times \sin \frac{(u-\lambda)(t+s)\left(\sin \varphi-\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{8}+\sin \frac{(u-\lambda)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \times \\
& \times\left[\left(\sin \frac{(\lambda+u)(t+s) \sin \varphi}{4}-\sin \frac{(\lambda+u)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4}\right) \times\right. \\
& \times \sin \frac{u(t-s) \sin \varphi}{2}+\sin \frac{(\lambda+u)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4}\left(\sin \frac{u(t-s) \sin \varphi}{2}-\right. \\
& \left.\left.-\sin \frac{u(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{2}\right)\right]\left|d \varphi=\int_{-\pi}^{\pi}\right| \sin (k \varphi)|\cdot| 2 \cos \frac{\lambda(t+s) \sin \varphi}{2} \times \\
& \times \cos \frac{(\lambda+u)(t-s) \sin \varphi}{4} \cos \frac{(\lambda-u)(t-s)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{8} \times
\end{aligned}
$$

$$
\begin{aligned}
& \times \sin \frac{(\lambda-u)(t-s) \cos \left(\varphi+\frac{\pi}{2 k}\right) \sin \left(-\frac{\pi}{2 k}\right)}{4}+2 \sin \frac{(\lambda-u)(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \times \\
& \times \sin \frac{(\lambda+u)(t-s)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{8} \cos \frac{\lambda(t+s) \sin \varphi}{2} \times \\
& \times \sin \frac{(\lambda+u)(t-s)\left(\sin \left(\varphi+\frac{\pi}{k}\right)-\sin \varphi\right)}{8}+2 \sin \frac{(\lambda-u)(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \times \\
& \times \cos \frac{(\lambda+u)(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \sin \frac{\lambda(t+s)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4} \times \\
& \times \sin \frac{\lambda(t+s)\left(\sin \varphi-\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4}+2 \sin \frac{u(t-s) \sin \varphi}{2} \times \\
& \times \sin \frac{(\lambda+u)(t+s) \sin \varphi}{4} \cos \frac{(u-\lambda)(t+s)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{8} \times \\
& \times \sin \frac{(u-\lambda)(t+s) \cos \left(\varphi+\frac{\pi}{2 k}\right) \sin \left(-\frac{\pi}{2 k}\right)}{4}+2 \sin \frac{(u-\lambda)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \times \\
& \times \sin \frac{u(t-s) \sin \varphi}{2} \cos \frac{(\lambda+u)(t+s)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{8} \times \\
& \times \sin \frac{(\lambda+u)(t+s)\left(\sin \varphi-\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{8}+2 \sin \frac{(u-\lambda)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \times \\
& \times \sin \frac{(\lambda+u)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \cos \frac{u(t-s)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4} \times \\
& \left.\times \sin \frac{u(t-s)\left(\sin \varphi-\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4}\left|d \varphi \leqslant 2 \int_{-\pi}^{\pi}\right| \sin (k \varphi) \right\rvert\, \cdot\left[\left\lvert\, \cos \frac{\lambda(t+s) \sin \varphi}{2} \times\right.\right. \\
& \times \cos \frac{(\lambda+u)(t-s) \sin \varphi}{4} \cos \frac{(\lambda-u)(t-s)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{8} \times \\
& \times \sin \frac{(\lambda-u)(t-s) \cos \left(\varphi+\frac{\pi}{2 k}\right) \sin \left(-\frac{\pi}{2 k}\right)}{4}|+| \sin \frac{(\lambda-u)(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \times \\
& \times \cos \frac{\lambda(t+s) \sin \varphi}{2} \sin \frac{(\lambda+u)(t-s)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{8} \times \\
& \times \sin \frac{(\lambda+u)(t-s) \cos \left(\varphi+\frac{\pi}{2 k}\right) \sin \frac{\pi}{2 k}}{4}|+| \sin \frac{(\lambda-u)(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \times \\
& \times \cos \frac{(\lambda+u)(t-s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \sin \frac{\lambda(t+s)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4} \times \\
& \times \sin \frac{\lambda(t+s) \cos \left(\varphi+\frac{\pi}{2 k}\right) \sin \frac{\pi}{2 k}}{2}|+| \sin \frac{u(t-s) \sin \varphi}{2} \times \\
& \times \sin \frac{(\lambda+u)(t+s) \sin \varphi}{4} \cos \frac{(u-\lambda)(t+s)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{8} \times
\end{aligned}
$$

$$
\left.\left.\begin{array}{l}
\times \sin \frac{(u-\lambda)(t+s) \cos \left(\varphi+\frac{\pi}{2 k}\right) \sin \left(-\frac{\pi}{2 k}\right)}{4}|+| \sin \frac{(u-\lambda)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \times \\
\times \sin \frac{u(t-s) \sin \varphi}{2} \cos \frac{(\lambda+u)(t+s)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{8} \times \\
\times \sin \frac{(\lambda+u)(t+s) \cos \left(\varphi+\frac{\pi}{2 k}\right) \sin \left(-\frac{\pi}{2 k}\right)}{4}|+| \sin \frac{(u-\lambda)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \times \\
\times \sin \frac{(\lambda+u)(t+s) \sin \left(\varphi+\frac{\pi}{k}\right)}{4} \cos \frac{u(t-s)\left(\sin \varphi+\sin \left(\varphi+\frac{\pi}{k}\right)\right)}{4} \times \\
\left.\left.\times \sin \frac{u(t-s) \cos \left(\varphi+\frac{\pi}{2 k}\right) \sin \left(-\frac{\pi}{2 k}\right)}{2} \right\rvert\,\right] d \varphi \leqslant 4 \pi\left(\frac{|\lambda-u|^{\alpha}|s-t|^{\alpha}}{4^{\alpha}}\left(\frac{\pi}{2 k}\right)^{\alpha}+\right. \\
+\frac{|\lambda-u|^{\alpha}|s-t|^{2 \alpha}|\lambda+u|^{\alpha}}{4^{2 \alpha}}\left(\frac{\pi}{2 k}\right)^{\alpha}+\frac{|\lambda-u|^{\alpha}|s-t|^{\alpha}|t+s|^{\alpha} \lambda^{\alpha}}{4^{\alpha} \cdot 2^{\alpha}}\left(\frac{\pi}{2 k}\right)^{\alpha}+ \\
\times \frac{|\lambda-u|^{\alpha}|s-t|^{\alpha}|t+s|^{\alpha} u^{\alpha}}{4^{\alpha} \cdot 2^{\alpha}}\left(\frac{\pi}{2 k}\right)^{\alpha}+\frac{|\lambda-u|^{\alpha}|s-t|^{\alpha}|t+s|^{2 \alpha} u^{\alpha}|\lambda+u|^{\alpha}}{4^{2 \alpha} \cdot 2^{\alpha}} \times \\
\left.\times\left(\frac{\pi}{2 k}\right)^{\alpha}+\frac{|\lambda-u|^{\alpha}|t+s|^{\alpha}|s-t|^{\alpha} u x^{\alpha}}{4^{\alpha} \cdot 2^{\alpha}}\left(\frac{\pi}{2 k}\right)^{\alpha}\right)=4^{1-\alpha} \pi|\lambda-u|^{\alpha}|s-t|^{\alpha} \times \\
\times\left(\frac{\pi}{2 k}\right)^{\alpha}\left(1+\frac{|\lambda+u|^{\alpha}|s-t|^{\alpha}}{4^{\alpha}}+|t+s|^{\alpha}\left(\lambda^{\alpha}+2 u^{\alpha}\right)\right. \\
2^{\alpha}
\end{array}\right) .|t+s|^{2 \alpha} u^{\alpha}|\lambda+u|^{\alpha}\right) .
$$

Then, we obtain

$$
\begin{aligned}
\mid J_{k}(t \lambda) & -J_{k}(t u)-J_{k}(s \lambda)+J_{k}(s u)\left|\leqslant 2 \cdot 4^{1-\alpha}\right| \lambda-\left.u\right|^{\alpha}|s-t|^{\alpha}\left(\frac{\pi}{2 k}\right)^{\alpha} \times \\
& \times\left(1+\frac{|\lambda+u|^{\alpha}|s-t|^{\alpha}}{4^{\alpha}}+\frac{|t+s|^{\alpha}\left(\lambda^{\alpha}+2 u^{\alpha}\right)}{2^{\alpha}}+\frac{|t+s|^{2 \alpha} u^{\alpha}|\lambda+u|^{\alpha}}{4^{\alpha} \cdot 2^{\alpha}}\right)
\end{aligned}
$$

### 3.4. Construction of the model of homogeneous and isotropic stochastic field

Definition 3.2. [141] A stochastic field $X=\left\{X(t), t \in \mathbb{R}^{2}\right\}$ is called homogeneous in the wide sense in $\mathbb{R}^{2}$ if $\mathbb{E} X(t)=$ const, $t \in \mathbb{R}^{2}$ and

$$
\mathbb{E} X(t) X(s)=B(t-s)=\int_{\mathbb{R}^{2}} e^{i(\lambda, t-s)} d F(\lambda), t, s \in \mathbb{R}^{2}
$$

Definition 3.3. [141] Let $S O(2)$ be the group of all rotations about the
origin of the space $\mathbb{R}^{2}$. A homogeneous stochastic field $X(t), t \in \mathbb{R}^{2}$ is called isotropic if

$$
\mathbb{E} X(t) X(s)=\mathbb{E} X(g t) X(g s),
$$

for all elements $g$ of the group $S O(2)$ and for all $t, s \in \mathbb{R}^{2}$.
Let $X=\{X(t, x), t \in \mathbb{R}, x \in[0,2 \pi]\}$ be a mean square continuous real Gaussian homogeneous and isotropic stochastic field on $\mathbb{R}^{2}$. The following representation is obtained similarly to [141] where complex valued fields are considered:

$$
\begin{align*}
& X(t, x)=\sum_{k=1}^{\infty} \cos (k x) \int_{0}^{\infty} J_{k}(t \lambda) d \eta_{1, k}(\lambda)+ \\
&+\sum_{k=1}^{\infty} \sin (k x) \int_{0}^{\infty} J_{k}(t \lambda) d \eta_{2, k}(\lambda), \tag{3.4}
\end{align*}
$$

where $\eta_{i, k}(\lambda), i=1,2, k=\overline{1, \infty}$ are independent Gaussian processes with independent increments, $\mathbf{E} \eta_{i, k}(\lambda)=0, \mathbf{E}\left(\eta_{i, k}(b)-\eta_{i, k}(c)\right)^{2}=F(b)-$ $F(c), b>c, F(\lambda)$ is the spectral function of the field. Let $J_{k}(u)=\frac{1}{\pi} \int_{0}^{\pi} \cos (k \varphi-$ $u \sin \varphi) d \varphi$ be the integral representation of the Bessel functions of the first kind.

Consider a partition $L=\left\{\lambda_{0}, \ldots, \lambda_{N}\right\}$ of the set $[0, \infty)$ such that $\lambda_{0}=$ $0, \lambda_{l}<\lambda_{l+1}, \lambda_{N-1}=\Lambda, \lambda_{N}=\infty$ and $C=\max _{0<l \leqslant N-2} \frac{\lambda_{l+1}}{\lambda_{l}}<\infty$.

The process

$$
\hat{X}(t, x)=\sum_{k=1}^{M} \cos (k x) \sum_{l=0}^{N-1} \eta_{1, k, l} J_{k}\left(t \zeta_{l}\right)+\sum_{k=1}^{M} \sin (k x) \sum_{l=0}^{N-1} \eta_{2, k, l} J_{k}\left(t \zeta_{l}\right),
$$

is viewed as a model of the field $X(t, x)$ where $\eta_{i, k, l}, i=1,2$ are independent Gaussian random variables,

$$
\eta_{i, k, l}=\int_{\lambda_{l}}^{\lambda_{l+1}} d \eta_{i, k}(\lambda)
$$

are such that $\mathbf{E} \eta_{i, k, l}=0, \mathbf{E} \eta_{i, k, l}^{2}=F\left(\lambda_{l+1}\right)-F\left(\lambda_{l}\right)=b_{l}^{2}, \zeta_{l}, l=0, \ldots, N-2$ are independent random variables being independent of $\eta_{i, k, l}$ and assuming values in the intervals $\left[\lambda_{l}, \lambda_{l+1}\right], \zeta_{N-1}=\Lambda, b_{l}^{2}>0$ are such that

$$
F_{l}(\lambda)=P\left\{\zeta_{l}<\lambda\right\}=\frac{F(\lambda)-F\left(\lambda_{l}\right)}{F\left(\lambda_{l+1}\right)-F\left(\lambda_{l}\right)} .
$$

If $b_{l}^{2}=0$ then $\zeta_{l}=0$ with probability 1 . For the sake of simplicity assume that $b_{l}^{2}>0, l=0,1, \ldots, N-1$.

Thus $\hat{X}(t, x)$ is written as follows

$$
\begin{align*}
& \hat{X}(t, x)=\sum_{k=1}^{M} \cos (k x) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}} J_{k}\left(t \zeta_{l}\right) d \eta_{1, k}(\lambda)+ \\
&+\sum_{k=1}^{M} \sin (k x) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}} J_{k}\left(t \zeta_{l}\right) d \eta_{2, k}(\lambda) . \tag{3.5}
\end{align*}
$$

Note that $X(t, x)$ admits the following representation

$$
\begin{align*}
X(t, x)=\sum_{k=1}^{\infty} \cos (k x) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}} & J_{k}(t \lambda) d \eta_{1, k}(\lambda)+ \\
& +\sum_{k=1}^{\infty} \sin (k x) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}} J_{k}(t \lambda) d \eta_{2, k}(\lambda) . \tag{3.6}
\end{align*}
$$

Consider the deviation $X(t, x)-\hat{X}(t, x)$ and put

$$
\begin{align*}
& \chi_{M}(t, x)= X(t, x)-\hat{X}(t, x)= \\
&=\left(\sum_{k=1}^{M} \cos (k x) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)+\right. \\
&\left.+\sum_{k=M+1}^{\infty} \cos (k x) \int_{0}^{\infty} J_{k}(t \lambda) d \eta_{1, k}(\lambda)\right)+ \\
&+\left(\sum_{k=1}^{M} \sin (k x) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)\right) d \eta_{2, k}(\lambda)+\right. \\
&\left.\quad+\sum_{k=M+1}^{\infty} \sin (k x) \int_{0}^{\infty} J_{k}(t \lambda) d \eta_{2, k}(\lambda)\right)=: \\
&=: \chi_{M, 1}(t, x)+\chi_{M, 2}(t, x) . \tag{3.7}
\end{align*}
$$

Denote the two terms on the right hand side of (ref313) by $\chi_{M, 1}(t, x)$ and $\chi_{M, 2}(t, x)$. Then

$$
\begin{equation*}
\tau\left(\chi_{M}(t, x)\right) \leqslant \tau\left(\chi_{M, 1}(t, x)\right)+\tau\left(\chi_{M, 2}(t, x)\right) . \tag{3.8}
\end{equation*}
$$

According to the Lemma 1.2 the following inequality holds

$$
\begin{array}{r}
\tau^{2}\left(\chi_{M, 1}(t, x)\right) \leqslant \tau^{2}\left(\sum_{k=1}^{M} \cos (k x) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right)+ \\
+\tau^{2}\left(\sum_{k=M+1}^{\infty} \cos (k x) \int_{0}^{\infty} J_{k}(t \lambda) d \eta_{1, k}(\lambda)\right) \\
\tau^{2}\left(\chi_{M, 2}(t, x)\right) \leqslant \tau^{2}\left(\sum_{k=1}^{M} \sin (k x) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)\right) d \eta_{2, k}(\lambda)\right)+ \\
+\tau^{2}\left(\sum_{k=M+1}^{\infty} \sin (k x) \int_{0}^{\infty} J_{k}(t \lambda) d \eta_{2, k}(\lambda)\right)
\end{array}
$$

Lemma 3.7. For all $\frac{1}{2}<\alpha \leqslant 1$

$$
\begin{aligned}
& \tau^{2}\left(\sum_{k=1}^{M} \cos (k x) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right) \leqslant \\
& \quad \leqslant \frac{M}{2 \alpha-1}\left(2 \alpha-\frac{1}{M^{2 \alpha-1}}\right) \cdot 2 \cdot 4^{2(1-\alpha)} \pi^{2 \alpha} t^{2 \alpha} \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha} \times \\
& \quad \times\left(b_{l}^{2}+\left(\frac{t(1+C)}{2}\right)^{2 \alpha} \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+4 M^{2}(F(+\infty)-F(\Lambda)) \\
& \tau^{2}\left(\sum_{k=1}^{M} \sin (k x) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)\right) d \eta_{2, k}(\lambda)\right) \leqslant
\end{aligned}
$$

$$
\begin{aligned}
& \leqslant \frac{M}{2 \alpha-1}\left(2 \alpha-\frac{1}{M^{2 \alpha-1}}\right) \cdot 2 \cdot 4^{2(1-\alpha)} \pi^{2 \alpha} t^{2 \alpha} \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha} \times \\
& \quad \times\left(b_{l}^{2}+\left(\frac{t(1+C)}{2}\right)^{2 \alpha} \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+4 M^{2}(F(+\infty)-F(\Lambda))
\end{aligned}
$$

where $C=\max _{0<l \leqslant N-2} \frac{\lambda_{l+1}}{\lambda_{l}}$.
Proof. Since

$$
\left(a_{1}+a_{2}+\ldots+a_{n}\right)^{2} \leqslant n\left(a_{1}^{2}+a_{2}^{2}+\ldots+a_{n}^{2}\right)
$$

for all real $a_{1}, a_{2}, \ldots, a_{n}$, we derive from Lemmas 1.2 and 1.3 that

$$
\begin{aligned}
& \tau^{2}\left(\sum_{k=1}^{M} \cos (k x) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right) \leqslant \\
& \leqslant M \sum_{k=1}^{M} \sum_{l=0}^{N-1} \tau^{2}\left(\int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right) \leqslant \\
& \leqslant M \sum_{k=1}^{M} \sum_{l=0}^{N-1} \theta^{2}\left(\int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right)= \\
& =M \sum_{k=1}^{M} \sum_{l=0}^{N-1} \sup _{m \geqslant 1}\left[\frac{2^{m} \cdot m!}{(2 m)!} E\left(\int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right)^{2 m}\right]^{\frac{1}{m}}
\end{aligned}
$$

Since $E \xi=0, E \xi^{2 k+1}=0, E \xi^{2 k}=\frac{(2 k)!}{2^{k} \cdot k!} \sigma^{2 k}$ for a centered Gaussian random variable $\xi$ and since the random variables $\zeta_{l}$ do not depend on $\eta_{i, k}(\lambda), i=1,2$, by Fubini's theorem, Cauchy-Bunyakovskiy inequality, and Lemma 3.4 we obtained

$$
E\left(\int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right)^{2 m}=
$$

$$
\begin{aligned}
&=E E_{\zeta_{l}}\left(\int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right)^{2 m} \leqslant \\
& \leqslant \frac{(2 m)!}{2^{m} \cdot m!} E\left(\int_{\lambda_{l}}^{\lambda_{l+1}}\left|J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)\right|^{2} d F(\lambda)\right)^{m} \leqslant \\
& \leqslant \frac{(2 m)!}{2^{m} \cdot m!} E\left(\int_{\lambda_{l}}^{\lambda_{l+1}}\left(4^{1-\alpha}\left|\lambda-\zeta_{l}\right|^{\alpha} \cdot\left(\frac{t \cdot \pi}{k}\right)^{\alpha}\left(1+\frac{t^{\alpha}\left|\lambda+\zeta_{l}\right|^{\alpha}}{2^{\alpha}}\right)\right)^{2} d F(\lambda)\right)^{m}= \\
&=\frac{(2 m)!}{2^{m} \cdot m!} \cdot 4^{2 m(1-\alpha)} t^{2 m \alpha} \pi^{2 m \alpha}\left(\frac{1}{k}\right)^{2 m \alpha} \times \\
& \times E\left(\int_{\lambda_{l}}^{\lambda_{l+1}}\left|\lambda-\zeta_{l}\right|^{2 \alpha}\left(1+\frac{t^{\alpha}\left|\lambda+\zeta_{l}\right|^{\alpha}}{2^{\alpha}}\right)^{2} d F(\lambda)\right)^{m}= \\
& \quad=\frac{(2 m)!}{2^{m} \cdot m!} \cdot 4^{2 m(1-\alpha)} t^{2 m \alpha} \pi^{2 m \alpha}\left(\frac{1}{k}\right)^{2 m \alpha} \times \\
& \quad \int_{\lambda_{l}}^{\lambda_{l+1}}\left(\int_{\lambda_{l}}^{\lambda_{l+1}}|\lambda-u|^{2 \alpha}\left(1+\frac{t^{\alpha}|\lambda+u|^{\alpha}}{2^{\alpha}}\right)^{2} d F(\lambda)\right)^{m} d F_{l}(u) \leqslant \\
& \leqslant \frac{(2 m)!}{2^{m} \cdot m!} \cdot 4^{2 m(1-\alpha)} t^{2 m \alpha} \pi^{2 m \alpha}\left(\frac{1}{k}\right)^{2 m \alpha}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 m \alpha} \times \\
& \times \int_{\lambda_{l}}^{\lambda_{l+1}}\left(\int_{\lambda_{l}}^{\lambda_{l+1}}\left(1+\frac{t^{\alpha} \lambda^{\alpha}\left|1+\frac{u}{\lambda}\right|^{\alpha}}{2^{\alpha}}\right)^{2} d F(\lambda)\right)^{m} d F_{l}(u) \leqslant \\
& \leqslant \frac{(2 m)!}{2^{m} \cdot m!} \cdot 4^{2 m(1-\alpha)} t^{2 m \alpha} \pi^{2 m \alpha}\left(\frac{1}{k}\right)^{2 m \alpha}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 m \alpha} \times \\
& \leqslant \frac{(2 m)!}{2^{m} \cdot m!} \cdot 4^{2 m(1-\alpha)} t^{2 m \alpha} \pi^{2 m \alpha}\left(\frac{1}{k}\right)^{2 m \alpha}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 m \alpha} \times \\
& \quad \times\left(\int_{\lambda_{l}}^{\lambda_{l+1}}\left(1+\frac{t^{\alpha} \lambda^{\alpha}\left|1+\frac{\lambda_{l+1}}{\lambda_{l}}\right|^{\alpha}}{2^{\alpha}}\right)^{2} d F(\lambda)\right)^{m} \leqslant \\
& \times\left(\int_{\lambda_{l}}^{\lambda_{l+1}}\left(2+2 \cdot \frac{t^{2 \alpha} \lambda^{2 \alpha}(1+C)^{2 \alpha}}{2^{2 \alpha}}\right) d F(\lambda)\right)^{m}= \\
&
\end{aligned}
$$

$$
\begin{aligned}
=\frac{(2 m)!}{2^{m} \cdot m!} \cdot 4^{2 m(1-\alpha)} t^{2 m \alpha} & \pi^{2 m \alpha}\left(\frac{1}{k}\right)^{2 m \alpha}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 m \alpha} \times \\
& \times\left(2 b_{l}^{2}+2 \cdot\left(\frac{t(1+C)}{2}\right)^{2 \alpha} \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)^{m}
\end{aligned}
$$

Here the symbol $E_{\zeta_{l}}$ denotes the conditional expectation with respect to $\zeta_{l}$. Note that

$$
\begin{aligned}
&\left(\int _ { \Lambda } ^ { \infty } \left(\int_{\Lambda}^{\infty} \mid J_{k}(t \lambda)\right.\right.\left.\left.-\left.J_{k}(t u)\right|^{2} d F(\lambda)\right)^{m} d F_{l}(u)\right)^{\frac{1}{m}}= \\
&=\left(\int _ { \Lambda } ^ { \infty } \left(\int_{\Lambda}^{\infty} \left\lvert\, \frac{1}{\pi}\left(\int_{0}^{\pi} \cos (k \varphi-t \lambda \sin \varphi) d \varphi-\right.\right.\right.\right. \\
&\left.\left.\left.-\int_{0}^{\pi} \cos (k \varphi-t u \sin \varphi) d \varphi\right)\left.\right|^{2} d F(\lambda)\right)^{m} d F_{l}(u)\right)^{\frac{1}{m}} \leqslant \\
& \leqslant\left(\int _ { \Lambda } ^ { \infty } \left(\int _ { \Lambda } ^ { \infty } \left(\left.\frac{1}{\pi} \int_{0}^{\pi} \right\rvert\, \cos (k \varphi-t \lambda \sin \varphi)-\right.\right.\right. \\
&=\left(\int _ { \Lambda } ^ { \infty } \left(\int _ { \Lambda } ^ { \infty } \left(\frac{1}{\pi} \int_{0}^{\pi} \left\lvert\, 2 \sin \left(k \varphi-\frac{t(\lambda+u) \sin \varphi}{2}\right) \times\right.\right.\right.\right. \\
& \times\left.\left.\left.\left.\sin \left(\frac{t(\lambda-u) \sin \varphi}{2}\right) \right\rvert\, d \varphi\right)^{2} d F(\lambda)\right)^{m} d F_{l}(u)\right)^{\frac{1}{m}} \leqslant \\
& \leqslant 4\left(\int_{\Lambda}^{\infty}\left(\int_{\Lambda}^{\infty} d F(\lambda)\right)^{m} d F_{l}(u)\right)^{\frac{1}{m}}=4(F(+\infty)-F(\Lambda))
\end{aligned}
$$

Whence

$$
\tau^{2}\left(\sum_{k=1}^{M} \cos (k x) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right) \leqslant
$$

$$
\begin{aligned}
& \leqslant 4^{2(1-\alpha)} t^{2 \alpha} \pi^{2 \alpha} \cdot M \sum_{k=1}^{M} \sum_{l=0}^{N-1} \frac{1}{k^{2 \alpha}} \times \\
& \times \sup _{m \geqslant 1}\left(\int_{\lambda_{l}}^{\lambda_{l+1}}\left(\int_{\lambda_{l}}^{\lambda_{l+1}}|\lambda-u|^{2 \alpha}\left(1+\frac{t^{\alpha}|\lambda+u|^{\alpha}}{2^{\alpha}}\right)^{2} d F(\lambda)\right)^{m} d F_{l}(u)\right)^{\frac{1}{m}} \leqslant \\
& \leqslant 2 \cdot 4^{2(1-\alpha)} t^{2 \alpha} \pi^{2 \alpha} \cdot M \sum_{k=1}^{M} \frac{1}{k^{2 \alpha}} \cdot \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha} \times \\
& \times\left(b_{l}^{2}+\left(\frac{t(1+C)}{2}\right)^{2 \alpha} \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+4 M \sum_{k=1}^{M}(F(+\infty)-F(\Lambda))
\end{aligned}
$$

The sum $\sum_{k=1}^{M} \frac{1}{k^{2 \alpha}}$ with $\frac{1}{2}<\alpha \leqslant 1$ can be estimated as follows

$$
\begin{aligned}
\sum_{k=1}^{M} \frac{1}{k^{2 \alpha}} & \leqslant 1+\sum_{k=2}^{M} \int_{k-1}^{k} \frac{1}{x^{2 \alpha}} d x=1+\int_{1}^{M} \frac{1}{x^{2 \alpha}} d x=1+\left.\frac{x^{1-2 \alpha}}{1-2 \alpha}\right|_{1} ^{M}= \\
& =\frac{2 \alpha}{2 \alpha-1}-\frac{1}{(2 \alpha-1) M^{2 \alpha-1}}
\end{aligned}
$$

Then

$$
\begin{aligned}
& \tau^{2}\left(\sum_{k=1}^{M} \cos (k x) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right) \leqslant \\
& \quad \leqslant \frac{M}{2 \alpha-1}\left(2 \alpha-\frac{1}{M^{2 \alpha-1}}\right) 2 \cdot 4^{2(1-\alpha)} t^{2 \alpha} \pi^{2 \alpha} \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha} \times \\
& \quad \times\left(b_{l}^{2}+\left(\frac{t(1+C)}{2}\right)^{2 \alpha} \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+4 M^{2}(F(+\infty)-F(\Lambda))
\end{aligned}
$$

The second inequality is proved similarly.
Lemma 3.8. Let the integral $\int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)<\infty$ converge for $\frac{1}{2}<\alpha \leqslant 1$. Then

$$
\tau^{2}\left(\sum_{k=M+1}^{\infty} \cos (k x) \int_{0}^{\infty} J_{k}(t \lambda) d \eta_{1, k}(\lambda)\right) \leqslant
$$

$$
\begin{gathered}
\leqslant 2^{2(1-\alpha)} t^{2 \alpha} \pi^{2 \alpha} \frac{1}{(2 \alpha-1) M^{2 \alpha-1}}\left(\int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)\right) \\
\tau^{2}\left(\sum_{k=M+1}^{\infty} \sin (k x) \int_{0}^{\infty} J_{k}(t \lambda) d \eta_{2, k}(\lambda)\right) \leqslant \\
\leqslant 2^{2(1-\alpha)} t^{2 \alpha} \pi^{2 \alpha} \frac{1}{(2 \alpha-1) M^{2 \alpha-1}}\left(\int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)\right)
\end{gathered}
$$

Proof. Indeed,

$$
\begin{aligned}
& \tau^{2}\left(\sum_{k=M+1}^{\infty} \cos (k x) \int_{0}^{\infty} J_{k}(t \lambda) d \eta_{1, k}(\lambda)\right) \leqslant \\
& \leqslant \sum_{k=M+1}^{\infty} \tau^{2}\left(\int_{0}^{\infty} J_{k}(t \lambda) d \eta_{1, k}(\lambda)\right) \leqslant \sum_{k=M+1}^{\infty} \theta^{2}\left(\int_{0}^{\infty} J_{k}(t \lambda) d \eta_{1, k}(\lambda)\right)= \\
& =\sum_{k=M+1}^{\infty} \sup _{m \geqslant 1}\left[\frac{2^{m} \cdot m!}{(2 m)!} E\left(\int_{0}^{\infty} J_{k}(t \lambda) d \eta_{1, k}(\lambda)\right)^{2 m}\right]^{\frac{1}{m}}
\end{aligned}
$$

Applying Lemma 3.3,

$$
\begin{aligned}
E\left(\int_{0}^{\infty} J_{k}(t \lambda) d \eta_{1, k}(\lambda)\right)^{2 m} & \leqslant \frac{(2 m)!}{2^{m} \cdot m!}\left(\int_{0}^{\infty}\left|J_{k}(t \lambda)\right|^{2} d F(\lambda)\right)^{m}
\end{aligned} \leqslant \begin{aligned}
& \leqslant \frac{(2 m)!}{2^{m} \cdot m!}\left(\int_{0}^{\infty}\left(2^{1-\alpha}|t \lambda|^{\alpha} \pi^{\alpha} \cdot \frac{1}{k^{\alpha}}\right)^{2} d F(\lambda)\right)^{m}= \\
& \\
& =\frac{(2 m)!}{2^{m} \cdot m!} \cdot \frac{2^{2 m(1-\alpha)} t^{2 m \alpha} \pi^{2 m \alpha}}{k^{2 m \alpha}}\left(\int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)\right)^{m}
\end{aligned}
$$

whence

$$
\begin{aligned}
\tau^{2}\left(\sum_{k=M+1}^{\infty} \cos (k x)\right. & \left.\int_{0}^{\infty} J_{k}(t \lambda) d \eta_{1, k}(\lambda)\right) \leqslant \\
& \leqslant 2^{2(1-\alpha)} t^{2 \alpha} \pi^{2 \alpha} \sum_{k=M+1}^{\infty} \frac{1}{k^{2 \alpha}}\left(\int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)\right)
\end{aligned}
$$

The tail $\sum_{k=M+1}^{\infty} \frac{1}{k^{2 \alpha}}$ with $\frac{1}{2}<\alpha \leqslant 1$ can be estimated as follows
$\sum_{k=M+1}^{\infty} \frac{1}{k^{2 \alpha}} \leqslant \sum_{k=M+1}^{\infty} \int_{k-1}^{k} \frac{1}{x^{2 \alpha}} d x=\int_{M}^{\infty} \frac{1}{x^{2 \alpha}} d x=\left.\frac{x^{1-2 \alpha}}{1-2 \alpha}\right|_{M} ^{\infty}=\frac{1}{(2 \alpha-1) M^{2 \alpha-1}}$.
Thus

$$
\begin{aligned}
\tau^{2}\left(\sum_{k=M+1}^{\infty} \cos (k x)\right. & \left.\int_{0}^{\infty} J_{k}(t \lambda) d \eta_{1, k}(\lambda)\right) \leqslant \\
& \leqslant 2^{2(1-\alpha)} t^{2 \alpha} \pi^{2 \alpha} \frac{1}{(2 \alpha-1) M^{2 \alpha-1}}\left(\int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)\right) .
\end{aligned}
$$

The second inequality is proved similarly.
Theorem 3.4. Let $X(t, x)$ and $\hat{X}(t, x)$ be defined by (3.4) and (3.5) respectively. Assume that the integral $\int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)<\infty$ with $\frac{1}{2}<\alpha \leqslant 1$ converges. Then

$$
\begin{gathered}
\tau^{2}(X(t, x)-\hat{X}(t, x)) \leqslant \frac{4 M}{2 \alpha-1}\left(2 \alpha-\frac{1}{M^{2 \alpha-1}}\right) 2 \cdot 4^{2(1-\alpha)} t^{2 \alpha} \pi^{2 \alpha} \times \\
\times \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha}\left(b_{l}^{2}+\left(\frac{t(1+C)}{2}\right) \int_{\lambda_{l}}^{2 \alpha} \lambda_{l+1}^{\lambda_{l}} \lambda^{2 \alpha} d F(\lambda)\right)+ \\
+16 M^{2}(F(+\infty)-F(\Lambda))+2^{2(1-\alpha)} t^{2 \alpha} \pi^{2 \alpha} \frac{4}{(2 \alpha-1) M^{2 \alpha-1}}\left(\int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)\right),
\end{gathered}
$$

where $C=\max _{0<l \leqslant N-2} \frac{\lambda_{l+1}}{\lambda_{l}}$.
Proof. The proof of Theorem 3.4 follows from relations (3.7) and (3.8) in view of Lemmas 3.7 and 3.8.

### 3.5. Accuracy and reliability of models for stochastic fields in the space $L_{p}(\mathbb{T}), p \geqslant 1$.

Theorem 3.5. Let $\frac{1}{2}<\alpha \leqslant 1$ and let $\int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)<\infty$. Assume that a partition $L$ used to construct a model $\hat{X}(t, x), t \in[0, T], x \in[0,2 \pi]$, accordi-
ng to (3.5) is such that

$$
I \leqslant \frac{\varepsilon^{p}}{\max \left(\left(2 \ln \frac{2}{\delta}\right)^{\frac{p}{2}}, p^{\frac{p}{2}}\right)}
$$

where

$$
\begin{aligned}
I= & \frac{T^{p \alpha+1}}{p \alpha+1}\left(\frac{2^{p} D_{p}^{3} M^{\frac{p}{2}}}{(2 \alpha-1)^{\frac{p}{2}}}\left(2 \alpha-\frac{1}{M^{2 \alpha-1}}\right)^{\frac{p}{2}} 2^{\frac{p}{2}+1} \cdot 4^{p(1-\alpha)} \pi^{p \alpha+1} \times\right. \\
\times & \left(\sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha} b_{l}^{2}\right)^{\frac{p}{2}}+D_{p} 2^{p(1-\alpha)+1} \pi^{p \alpha+1}\left(\frac{4}{(2 \alpha-1) M^{2 \alpha-1}}\right)^{\frac{p}{2}} \times \\
& \left.\times\left(\int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)\right)^{\frac{p}{2}}\right)+\frac{T^{2 p \alpha+1}}{2 p \alpha+1} \cdot \frac{2^{p} D_{p}^{3} M^{\frac{p}{2}}}{(2 \alpha-1)^{\frac{p}{2}}}\left(2 \alpha-\frac{1}{M^{2 \alpha-1}}\right)^{\frac{p}{2}} \times \\
\times & 2^{\frac{p}{2}+1} 4^{p(1-\alpha)} \pi^{p \alpha+1}\left(\frac{1+C}{2}\right)^{p \alpha}\left(\sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha} \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)^{\frac{p}{2}}+ \\
& \quad+T \cdot 2^{2 p+1} \pi D_{p}^{2} M^{p}(F(+\infty)-F(\Lambda))^{\frac{p}{2}}
\end{aligned}
$$

and where $C=\max _{0<l \leqslant N-2} \frac{\lambda_{l+1}}{\lambda_{l}}, D_{p}=\left\{\begin{array}{cc}1, & \text { if } 0<\frac{p}{2} \leqslant 1, \\ 2^{\frac{p}{2}-1}, & \text { if } \frac{p}{2}>1\end{array}\right.$.
Then the model $\hat{X}(t, x)$ approximates the Gaussian field $X(t, x)$ with reliability $1-\delta, 0<\delta<1$, and accuracy $\varepsilon>0$ in the space $L_{p}(\mathbb{T}), p \geqslant 1$.

Proof. If

$$
\varepsilon>\left(\int_{0}^{T} \int_{0}^{2 \pi}(\tau(X(t, x)-\hat{X}(t, x)))^{p} d x d t\right)^{\frac{1}{p}} \cdot p^{\frac{1}{2}}
$$

then Theorem 3.2 and Definition 3.1 imply that

$$
\mathbf{P}\left\{\|X(t, x)-\hat{X}(t, x)\|_{L_{p}}>\varepsilon\right\} \leqslant 2 \exp \left\{-\frac{\varepsilon^{2}}{2 c_{p}^{\frac{2}{p}}}\right\} \leqslant \delta
$$

where $c_{p}=\int_{0}^{T} \int_{0}^{2 \pi}(\tau(X(t, x)-\hat{X}(t, x)))^{p} d x d t$.

The latter inequality holds if

$$
\int_{0}^{T} \int_{0}^{2 \pi}(\tau(X(t, x)-\hat{X}(t, x)))^{p} d x d t \leqslant \frac{\varepsilon^{p}}{\left(2 \ln \frac{2}{\delta}\right)^{\frac{p}{2}}}
$$

Since

$$
(a+b)^{\frac{p}{2}} \leqslant D_{p}\left(a^{\frac{p}{2}}+b^{\frac{p}{2}}\right)
$$

with the constant

$$
D_{p}=\left\{\begin{array}{cc}
1, & \text { if } \frac{p}{2} \leqslant 1 \\
2^{\frac{p}{2}-1}, & \text { if } \frac{p}{2}>1
\end{array}\right.
$$

Theorem 3.4 implies that

$$
\begin{aligned}
& (\tau(X(t, x)-\hat{X}(t, x)))^{p} \leqslant \\
& \leqslant\left[\frac{8 M}{2 \alpha-1}\left(2 \alpha-\frac{1}{M^{2 \alpha-1}}\right) 4^{2(1-\alpha)} t^{2 \alpha} \pi^{2 \alpha} \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha} \times\right. \\
& \times\left(b_{l}^{2}+\left(\frac{t(1+C)}{2}\right)^{2 \alpha} \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+16 M^{2}(F(+\infty)-F(\Lambda))+ \\
& \left.+\frac{4 \cdot 2^{2(1-\alpha)} t^{2 \alpha} \pi^{2 \alpha}}{(2 \alpha-1) M^{2 \alpha-1}}\left(\int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)\right)\right]^{\frac{p}{2}} \leqslant \\
& \leqslant D_{p}\left(\frac{8 M}{2 \alpha-1}\left(2 \alpha-\frac{1}{M^{2 \alpha-1}}\right) \cdot 4^{2(1-\alpha)} t^{2 \alpha} \pi^{2 \alpha} \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha} \times\right. \\
& \left.\times\left(b_{l}^{2}+\left(\frac{t(1+C)}{2}\right)^{2 \alpha} \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+16 M^{2}(F(+\infty)-F(\Lambda))\right)^{\frac{p}{2}}+ \\
& +D_{p} 2^{p(1-\alpha)} t^{p \alpha} \pi^{p \alpha}\left(\frac{4}{(2 \alpha-1) M^{2 \alpha-1}}\right)^{\frac{p}{2}}\left(\int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)\right)^{\frac{p}{2}} \leqslant \\
& \leqslant D_{p}^{2}\left(\left(\frac{8 M}{2 \alpha-1}\right)^{\frac{p}{2}}\left(2 \alpha-\frac{1}{M^{2 \alpha-1}}\right)^{\frac{p}{2}} 4^{p(1-\alpha)} t^{p \alpha} \pi^{p \alpha} \times\right. \\
& \times\left(\sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha}\left(b_{l}^{2}+\left(\frac{t(1+C)}{2}\right)^{2 \alpha} \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)\right)^{\frac{p}{2}}+
\end{aligned}
$$

$$
\begin{aligned}
& \left.+4^{p} M^{p}(F(+\infty)-F(\Lambda))^{\frac{p}{2}}\right)+D_{p} 2^{p(1-\alpha)} t^{p \alpha} \pi^{p \alpha}\left(\frac{4}{(2 \alpha-1) M^{2 \alpha-1}}\right)^{\frac{p}{2}} \times \\
& \times\left(\int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)\right)^{\frac{p}{2}} \leqslant D_{p}^{2}\left(\frac{2^{p} D_{p} M^{\frac{p}{2}}}{(2 \alpha-1)^{\frac{p}{2}}}\left(2 \alpha-\frac{1}{M^{2 \alpha-1}}\right)^{\frac{p}{2}} \times\right. \\
& \times 2^{\frac{p}{2}} \cdot 4^{p(1-\alpha)} t^{p \alpha} \pi^{p \alpha}\left(\left(\sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha} b_{l}^{2}\right)^{\frac{p}{2}}+\left(\frac{t(1+C)}{2}\right)^{p \alpha} \times\right. \\
& \left.\left.\times\left(\sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha} \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)^{\frac{p}{2}}\right)+4^{p} M^{p}(F(+\infty)-F(\Lambda))^{\frac{p}{2}}\right)+ \\
& \quad+D_{p} 2^{p(1-\alpha)}(t \pi)^{p \alpha}\left(\frac{4}{(2 \alpha-1) M^{2 \alpha-1}}\right)^{\frac{p}{2}}\left(\int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)\right)^{\frac{p}{2}}= \\
& =\left(\frac{2^{p} D_{p}^{3} M^{\frac{p}{2}}}{(2 \alpha-1)^{\frac{p}{2}}}\left(2 \alpha-\frac{1}{M^{2 \alpha-1}}\right)^{\frac{p}{2}} 2^{\frac{p}{2}} \cdot 4^{p(1-\alpha)} \pi^{p \alpha}\left(\sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha} b_{l}^{2}\right)^{\frac{p}{2}}+\right. \\
& \left.\quad+D_{p} 2^{p(1-\alpha)} \pi^{p \alpha}\left(\frac{4}{(2 \alpha-1) M^{2 \alpha-1}}\right)^{\frac{p}{2}}\left(\int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)\right)^{\frac{p}{2}}\right) t^{p \alpha}+ \\
& \quad+\frac{2^{p} D_{p}^{3} M^{\frac{p}{2}}}{(2 \alpha-1)^{\frac{p}{2}}}\left(2 \alpha-\frac{1}{M^{2 \alpha-1}}\right)^{\frac{p}{2}} 2^{\frac{p}{2}} \cdot 4^{p(1-\alpha)} \pi^{p \alpha}\left(\frac{1+C}{2}\right)^{p \alpha} \times \\
& \times\left(\sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha} \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)^{\frac{p}{2}} t^{2 p \alpha}+4^{p} D_{p}^{2} M^{p}(F(+\infty)-F(\Lambda))^{\frac{p}{2}} .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
& \int_{0}^{T} \int_{0}^{2 \pi}(\tau(X(t, x)-\hat{X}(t, x)))^{p} d x d t \leqslant \\
& \quad \leqslant \frac{T^{p \alpha+1}}{p \alpha+1}\left(\frac{2^{p} D_{p}^{3} M^{\frac{p}{2}}}{(2 \alpha-1)^{\frac{p}{2}}}\left(2 \alpha-\frac{1}{M^{2 \alpha-1}}\right)^{\frac{p}{2}} 2^{\frac{p}{2}+1} 4^{p(1-\alpha)} \pi^{p \alpha+1} \times\right. \\
& \times\left(\sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha} b_{l}^{2}\right)^{\frac{p}{2}}+D_{p} 2^{p(1-\alpha)+1} \pi^{p \alpha+1}\left(\frac{4}{(2 \alpha-1) M^{2 \alpha-1}}\right)^{\frac{p}{2}} \times
\end{aligned}
$$

$$
\begin{gathered}
\left.\times\left(\int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)\right)^{\frac{p}{2}}\right)+\frac{T^{2 p \alpha+1}}{2 p \alpha+1} \frac{2^{p} D_{p}^{3} M^{\frac{p}{2}}}{(2 \alpha-1)^{\frac{p}{2}}}\left(2 \alpha-\frac{1}{M^{2 \alpha-1}}\right)^{\frac{p}{2}} 2^{\frac{p}{2}+1} \times \\
4^{p(1-\alpha)} \pi^{p \alpha+1}\left(\frac{1+C}{2}\right)^{p \alpha}\left(\sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha} \cdot \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)^{\frac{p}{2}}+ \\
+T \cdot 2^{2 p+1} \pi D_{p}^{2} M^{p}(F(+\infty)-F(\Lambda))^{\frac{p}{2}}=I
\end{gathered}
$$

Corollary 3.1. Let a partition $L=\left\{\lambda_{0}, \ldots, \lambda_{N}\right\}$ of the set $[0, \infty)$ be such that $\lambda_{l}<\lambda_{l+1}$ and $\lambda_{l+1}-\lambda_{l}=\frac{\Lambda}{N-1}$. Then Theorem 3.5 holds with

$$
I=\left(\frac{\Lambda}{N-1}\right)^{p \alpha} \cdot A+\left(\frac{1}{M^{2 \alpha-1}}\right)^{\frac{p}{2}} \cdot B+(F(+\infty)-F(\Lambda))^{\frac{p}{2}} \cdot H,
$$

where

$$
\begin{gathered}
A=2^{p} D_{p}^{3}\left(\frac{2 \alpha M}{2 \alpha-1}\right)^{\frac{p}{2}} 2^{\frac{p}{2}+1} \cdot 4^{p(1-\alpha)} \pi^{p \alpha+1} \times \\
\times\left(\frac{T^{p \alpha+1}}{p \alpha+1}+\left(\frac{3}{2}\right)^{p \alpha}\left(\int_{0}^{\Lambda} \lambda^{2 \alpha} d F(\lambda)\right)^{\frac{p}{2}} \frac{T^{2 p \alpha+1}}{2 p \alpha+1}\right), \\
B=\frac{2^{p} D_{p}}{(2 \alpha-1)^{\frac{p}{2}}} 2^{p(1-\alpha)+1} \pi^{p \alpha+1}\left(\int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)\right)^{\frac{p}{2}} \cdot \frac{T^{p \alpha+1}}{p \alpha+1} \\
H=2^{2 p+1} \cdot D_{p}^{2} \cdot \pi \cdot M^{p} \cdot T
\end{gathered}
$$

### 3.6. Accuracy and reliability of models for stochastic fields in the space $C(T)$

Let $X=\{X(t, x), t \in \mathbb{R}, x \in[0,2 \pi]\}$ be a mean square continuous real Gaussian homogeneous and isotropic stochastic field on $\mathbb{R}^{2}$. Images of the field and its model $\hat{X}(t, x)$ are provided in Section 5, by (3.4) and (3.5) respectively.

Also we consider $\chi_{M}(t, x)=X(t, x)-\hat{X}(t, x)$ that is defined in Section 3 by equality (3.7).

Consider the difference
$\chi_{M}(t, x)-\chi_{M}(s, y)=\left(\chi_{M, 1}(t, x)-\chi_{M, 1}(s, y)\right)+\left(\chi_{M, 2}(t, x)-\chi_{M, 2}(s, y)\right)$.
It is clear that

$$
\begin{aligned}
& \chi_{M, 1}(t, x)-\chi_{M, 1}(s, y)=\sum_{k=1}^{M} \cos (k x) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)+ \\
& \quad+\sum_{k=M+1}^{\infty} \cos (k x) \int_{0}^{\infty} J_{k}(t \lambda) d \eta_{1, k}(\lambda)-\sum_{k=1}^{M} \cos (k y) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(s \lambda)-\right. \\
& \left.\quad-J_{k}\left(s \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)-\sum_{k=M+1}^{\infty} \cos (k y) \int_{0}^{\infty} J_{k}(s \lambda) d \eta_{1, k}(\lambda)= \\
& \quad=\sum_{k=1}^{M}\left(\cos (k x) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)-\cos (k y) \times\right. \\
& \left.\quad \times \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(s \lambda)-J_{k}\left(s \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right)+\sum_{k=M+1}^{\infty}(\cos (k x) \times \\
& \left.\quad \times \int_{0}^{\infty} J_{k}(t \lambda) d \eta_{1, k}(\lambda)-\cos (k y) \int_{0}^{\infty} J_{k}(s \lambda) d \eta_{1, k}(\lambda)\right)= \\
& =\sum_{k=1}^{M}\left(\cos (k x) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)-J_{k}(s \lambda)+J_{k}\left(s \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)+\right. \\
& \left.\quad+(\cos (k x)-\cos (k y)) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(s \lambda)-J_{k}\left(s \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right)+ \\
& \quad+\sum_{k=M+1}^{\infty}\left(\cos (k x) \int_{0}^{\infty}\left(J_{k}(t \lambda)-J_{k}(s \lambda)\right) d \eta_{1, k}(\lambda)+\right. \\
& \left.\quad+(\cos (k x)-\cos (k y)) \int_{0}^{\infty} J_{k}(s \lambda) d \eta_{1, k}(\lambda)\right) .
\end{aligned}
$$

for all $t, s \in[0, T]$ and $x, y \in[0,2 \pi]$.

Similarly

$$
\begin{aligned}
& \chi_{M, 2}(t, x)-\chi_{M, 2}(s, y)=\sum_{k=1}^{M} \sin (k x) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)\right) d \eta_{2, k}(\lambda)+ \\
& +\sum_{k=M+1}^{\infty} \sin (k x) \int_{0}^{\infty} J_{k}(t \lambda) d \eta_{2, k}(\lambda)-\sum_{k=1}^{M} \sin (k y) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(s \lambda)-\right. \\
& \left.-J_{k}\left(s \zeta_{l}\right)\right) d \eta_{2, k}(\lambda)-\sum_{k=M+1}^{\infty} \sin (k y) \int_{0}^{\infty} J_{k}(s \lambda) d \eta_{2, k}(\lambda)=\sum_{k=1}^{M}(\sin (k x) \times \\
& \times \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)\right) d \eta_{2, k}(\lambda)-\sin (k y) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(s \lambda)-\right. \\
& \left.\left.-J_{k}\left(s \zeta_{l}\right)\right) d \eta_{2, k}(\lambda)\right)+\sum_{k=M+1}^{\infty}\left(\sin (k x) \int_{0}^{\infty} J_{k}(t \lambda) d \eta_{2, k}(\lambda)-\sin (k y) \times\right. \\
& \left.\times \int_{0}^{\infty} J_{k}(s \lambda) d \eta_{2, k}(\lambda)\right)=\sum_{k=1}^{M}\left(\operatorname { s i n } ( k x ) \sum _ { l = 0 } ^ { N - 1 } \int _ { \lambda _ { l } } ^ { \lambda _ { l + 1 } } \left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)-J_{k}(s \lambda)+\right.\right. \\
& \left.\left.+J_{k}\left(s \zeta_{l}\right)\right) d \eta_{2, k}(\lambda)+(\sin (k x)-\sin (k y)) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(s \lambda)-J_{k}\left(s \zeta_{l}\right)\right) d \eta_{2, k}(\lambda)\right)+ \\
& +\sum_{k=M+1}^{\infty}\left(\sin (k x) \int_{0}^{\infty}\left(J_{k}(t \lambda)-J_{k}(s \lambda)\right) d \eta_{2, k}(\lambda)+\right. \\
& \left.+(\sin (k x)-\sin (k y)) \int_{0}^{\infty} J_{k}(s \lambda) d \eta_{2, k}(\lambda)\right) .
\end{aligned}
$$

Then

$$
\begin{aligned}
\tau\left(\chi_{M}(t, x)\right. & \left.-\chi_{M}(s, y)\right) \leqslant \\
& \leqslant \tau\left(\chi_{M, 1}(t, x)-\chi_{M, 1}(s, y)\right)+\tau\left(\chi_{M, 2}(t, x)-\chi_{M, 2}(s, y)\right),
\end{aligned}
$$

and

$$
\tau^{2}\left(\chi_{M, 1}(t, x)-\chi_{M, 1}(s, y)\right) \leqslant 4 \tau^{2}\left(\sum _ { k = 1 } ^ { M } \operatorname { c o s } ( k x ) \sum _ { l = 0 } ^ { N - 1 } \int _ { \lambda _ { l } } ^ { \lambda _ { l + 1 } } \left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)-\right.\right.
$$

$$
\begin{aligned}
& \left.\left.-J_{k}(s \lambda)+J_{k}\left(s \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right)+4 \tau^{2}\left(\sum_{k=1}^{M}(\cos (k x)-\cos (k y)) \times\right. \\
& \left.\times \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(s \lambda)-J_{k}\left(s \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right)+ \\
& +4 \tau^{2}\left(\sum_{k=M+1}^{\infty} \cos (k x) \int_{0}^{\infty}\left(J_{k}(t \lambda)-J_{k}(s \lambda)\right) d \eta_{1, k}(\lambda)\right)+ \\
& \\
& +4 \tau^{2}\left(\sum_{k=M+1}^{\infty}(\cos (k x)-\cos (k y)) \int_{0}^{\infty} J_{k}(s \lambda) d \eta_{1, k}(\lambda)\right)
\end{aligned}
$$

whence

$$
\begin{gathered}
\tau^{2}\left(\chi_{M, 2}(t, x)-\chi_{M, 2}(s, y)\right) \leqslant 4 \tau^{2}\left(\sum _ { k = 1 } ^ { M } \operatorname { s i n } ( k x ) \sum _ { l = 0 } ^ { N - 1 } \int _ { \lambda _ { l } } ^ { \lambda _ { l + 1 } } \left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)-\right.\right. \\
\left.\left.-J_{k}(s \lambda)+J_{k}\left(s \zeta_{l}\right)\right) d \eta_{2, k}(\lambda)\right)+4 \tau^{2}\left(\sum_{k=1}^{M}(\sin (k x)-\sin (k y)) \times\right. \\
\left.\times \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(s \lambda)-J_{k}\left(s \zeta_{l}\right)\right) d \eta_{2, k}(\lambda)\right)+ \\
+4 \tau^{2}\left(\sum_{k=M+1}^{\infty} \sin (k x) \int_{0}^{\infty}\left(J_{k}(t \lambda)-J_{k}(s \lambda)\right) d \eta_{2, k}(\lambda)\right)+ \\
+4 \tau^{2}\left(\sum_{k=M+1}^{\infty}(\sin (k x)-\sin (k y)) \int_{0}^{\infty} J_{k}(s \lambda) d \eta_{2, k}(\lambda)\right)
\end{gathered}
$$

Let $\sigma_{0}=\sup _{0 \leqslant t \leqslant T} \tau\left(\chi_{M}(t, x)\right)$ and $\sigma(h)=\sup _{\substack{|t-s| \leqslant h \\|x-y| \leqslant h}} \tau\left(\chi_{M}(t, x)-\chi_{M}(s, y)\right)$.
Theorem 3.6. Let $X(t, x)$ and $\hat{X}(t, x)$ be defined by (3.4) and (3.5) respectively. Assume that $\frac{1}{2}<\alpha \leqslant 1$ and $\int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)<\infty$. Then

$$
\begin{gathered}
\sigma_{0} \leqslant\left(\frac{2 M}{2 \alpha-1}\left(2 \alpha-\frac{1}{M^{2 \alpha-1}}\right) 2 \cdot 4^{2(1-\alpha)} T^{2 \alpha} \pi^{2 \alpha} \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha} \times\right. \\
\times\left(b_{l}^{2}+\left(\frac{T(1+C)}{2}\right)^{2 \alpha} \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+8 M^{2}(F(+\infty)-F(\Lambda))+ \\
\left.+2^{2(1-\alpha)} T^{2 \alpha} \pi^{2 \alpha} \frac{2}{(2 \alpha-1) M^{2 \alpha-1}} \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)\right)^{\frac{1}{2}}
\end{gathered}
$$

$$
\text { where } C=\max _{0<l \leqslant N-2} \frac{\lambda_{l+1}}{\lambda_{l}} \text {. }
$$

Proof. Since

$$
\begin{aligned}
\tau^{2}\left(\chi_{M}(t, x)\right) & \leqslant\left[\tau\left(\chi_{M, 1}(t, x)\right)+\tau\left(\chi_{M, 2}(t, x)\right)\right]^{2} \leqslant \\
& \leqslant 2\left[\tau^{2}\left(\chi_{M, 1}(t, x)\right)+\tau^{2}\left(\chi_{M, 2}(t, x)\right)\right]
\end{aligned}
$$

Lemmas 3.7 and 3.8 imply that

$$
\begin{aligned}
\tau^{2}\left(\chi_{M}(t, x)\right) & \leqslant 2\left[\tau^{2}\left(\sum_{k=1}^{M} \cos (k x) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)\right) d \eta_{l, k}(\lambda)\right)+\right. \\
+ & \tau^{2}\left(\sum_{k=1}^{M} \sin (k x) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)\right) d \eta_{2, k}(\lambda)\right)+ \\
& +\tau^{2}\left(\sum_{k=M+1}^{\infty} \cos (k x) \int_{0}^{\infty} J_{k}(t \lambda) d \eta_{1, k}(\lambda)\right)+ \\
& \left.+\tau^{2}\left(\sum_{k=M+1}^{\infty} \sin (k x) \int_{0}^{\infty} J_{k}(t \lambda) d \eta_{2, k}(\lambda)\right)\right] \leqslant \\
\leqslant 2 & {\left[2 \cdot 4^{2(1-\alpha)} t^{2 \alpha} \pi^{2 \alpha} M \sum_{k=1}^{M} \frac{1}{k^{2 \alpha}}\left(\cos ^{2}(k x)+\sin ^{2}(k x)\right) \times\right.} \\
& \times \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha}\left(b_{l}^{2}+\left(\frac{t(1+C)}{2}\right)^{2 \alpha} \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+
\end{aligned}
$$

$$
\begin{aligned}
& +4 M \sum_{k=1}^{M}\left(\cos ^{2}(k x)+\sin ^{2}(k x)\right)(F(+\infty)-F(\Lambda))+2^{2(1-\alpha)} t^{2 \alpha} \pi^{2 \alpha} \times \\
& \times \sum_{k=M+1}^{\infty} \frac{1}{k^{2 \alpha}}\left(\cos ^{2}(k x)+\sin ^{2}(k x)\right) \times\left(\int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)\right) \leqslant \\
& \leqslant \frac{2 M}{2 \alpha-1}\left(2 \alpha-\frac{1}{M^{2 \alpha-1}}\right) 2 \cdot 4^{2(1-\alpha)} t^{2 \alpha} \pi^{2 \alpha} \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha} \times \\
& \times\left(b_{l}^{2}+\left(\frac{t(1+C)}{2}\right)^{2 \alpha} \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+8 M^{2}(F(+\infty)-F(\Lambda))+ \\
& +2^{2(1-\alpha)} t^{2 \alpha} \pi^{2 \alpha} \frac{2}{(2 \alpha-1) M^{2 \alpha-1}} \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)
\end{aligned}
$$

This yields

$$
\begin{aligned}
& \sigma_{0}= \sup _{0 \leqslant t \leqslant T} \tau\left(\chi_{M}(t, x)\right) \leqslant\left[\frac{2 M}{2 \alpha-1}\left(2 \alpha-\frac{1}{M^{2 \alpha-1}}\right) 2 \cdot 4^{2(1-\alpha)} T^{2 \alpha} \pi^{2 \alpha} \times\right. \\
& \times \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha}\left(b_{l}^{2}+\left(\frac{T(1+C)}{2}\right)^{2 \alpha} \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+ \\
&\left.+8 M^{2}(F(+\infty)-F(\Lambda))+2^{2(1-\alpha)} T^{2 \alpha} \pi^{2 \alpha} \frac{2}{(2 \alpha-1) M^{2 \alpha-1}} \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)\right]^{\frac{1}{2}}
\end{aligned}
$$

Corollary 3.2. Let a partition $L=\left\{\lambda_{0}, \ldots, \lambda_{N}\right\}$ of the set $[0, \infty)$ be such that $\lambda_{l}<\lambda_{l+1}$ and $\lambda_{l+1}-\lambda_{l}=\frac{\Lambda}{N-1}$. If all assumptions of Theorem 3.6 hold, then

$$
\begin{aligned}
& \sigma_{0} \leqslant {\left[\frac{4^{2(1-\alpha)+1} T^{2 \alpha} \pi^{2 \alpha} M}{2 \alpha-1}\left(2 \alpha-\frac{1}{M^{2 \alpha-1}}\right)\left(\frac{\Lambda}{N-1}\right)^{2 \alpha} \times\right.} \\
& \times\left(F(\Lambda)+\left(\frac{3 T}{2}\right)^{2 \alpha} \int_{0}^{\Lambda} \lambda^{2 \alpha} d F(\lambda)\right)+8 M^{2}(F(+\infty)-F(\Lambda))+ \\
&\left.+\frac{2^{2(1-\alpha)+1} T^{2 \alpha} \pi^{2 \alpha}}{(2 \alpha-1) M^{2 \alpha-1}} \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)\right]^{\frac{1}{2}}
\end{aligned}
$$

Lemma 3.9. Let $\frac{1}{2}<\alpha \leqslant 1$ and $\int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)<\infty$. Then

$$
\begin{aligned}
& \tau^{2}\left(\sum_{k=1}^{M} \cos (k x) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)-J_{k}(s \lambda)+J_{k}\left(s \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right) \leqslant \\
& \leqslant 4^{2(2-\alpha)}|s-t|^{2 \alpha}\left(\frac{\pi}{2}\right)^{2 \alpha} M\left(\sum_{k=1}^{M} \cos ^{2}(k x) \cdot \frac{1}{k^{2 \alpha}}\right) \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha} \times \\
& \times\left(b_{l}^{2}+\left[\left(\frac{|s-t|(1+C)}{4}\right)^{2 \alpha}+\left(\frac{|t+s|}{2}\right)^{2 \alpha}\left(1+2 C^{\alpha}\right)+\right.\right. \\
& \left.\left.+\left(\frac{|t+s|^{2} \lambda_{l+1}(1+C)}{8}\right)^{2 \alpha}\right] \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+ \\
& +18 \cdot 4^{3-2 \alpha}|s-t|^{2 \alpha} M \sum_{k=1}^{M} \cos ^{2}(k x)\left(\int_{\Lambda}^{\infty}|\lambda-\Lambda|^{2 \alpha} d F(\lambda)+2^{2 \alpha} \Lambda^{2 \alpha}(F(+\infty)-F(\Lambda))\right), \\
& \tau^{2}\left(\sum_{k=1}^{M} \sin (k x) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)-J_{k}(s \lambda)+J_{k}\left(s \zeta_{l}\right)\right) d \eta_{2, k}(\lambda)\right) \leqslant \\
& \leqslant 4^{2(2-\alpha)}|s-t|^{2 \alpha}\left(\frac{\pi}{2}\right)^{2 \alpha} M\left(\sum_{k=1}^{M} \sin ^{2}(k x) \cdot \frac{1}{k^{2 \alpha}}\right) \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha} \times \\
& \times\left(b_{l}^{2}+\left[\left(\frac{|s-t|(1+C)}{4}\right)^{2 \alpha}+\left(\frac{|t+s|}{2}\right)^{2 \alpha}\left(1+2 C^{\alpha}\right)+\right.\right. \\
& \left.\left.+\left(\frac{|t+s|^{2} \lambda_{l+1}(1+C)}{8}\right)^{2 \alpha}\right] \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+ \\
& +18 \cdot 4^{3-2 \alpha}|s-t|^{2 \alpha} M \sum_{k=1}^{M} \sin ^{2}(k x)\left(\int_{\Lambda}^{\infty}|\lambda-\Lambda|^{2 \alpha} d F(\lambda)+2^{2 \alpha} \Lambda^{2 \alpha}(F(+\infty)-F(\Lambda))\right),
\end{aligned}
$$

where $C=\max _{0<l \leqslant N-2} \frac{\lambda_{l+1}}{\lambda_{l}}$.

Proof. Since

$$
\left(a_{1}+a_{2}+\ldots+a_{n}\right)^{2} \leqslant n\left(a_{1}^{2}+a_{2}^{2}+\ldots+a_{n}^{2}\right)
$$

for all real $a_{1}, a_{2}, \ldots, a_{n}$ we derive from Lemmas 1.2 and 1.3 that

$$
\begin{aligned}
& \tau^{2}\left(\sum_{k=1}^{M} \cos (k x) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)-J_{k}(s \lambda)+J_{k}\left(s \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right) \leqslant \\
& \leqslant M \sum_{k=1}^{M} \cos ^{2}(k x) \sum_{l=0}^{N-1} \tau^{2}\left(\int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)-J_{k}(s \lambda)+J_{k}\left(s \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right) \leqslant \\
& \leqslant M \sum_{k=1}^{M} \cos ^{2}(k x) \sum_{l=0}^{N-1} \theta^{2}\left(\int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)-J_{k}(s \lambda)+J_{k}\left(s \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right)= \\
&=M \sum_{k=1}^{M} \cos ^{2}(k x) \sum_{l=0}^{N-1} \sup _{m \geqslant 1}\left[\frac{2^{m} \cdot m!}{(2 m)!} \times\right. \\
&\left.\times \mathbf{E}\left(\int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)-J_{k}(s \lambda)+J_{k}\left(s \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right)^{2 m}\right]^{\frac{1}{m}}
\end{aligned}
$$

Since $\mathbf{E} \xi=0, \mathbf{E} \xi^{2 k+1}=0, \mathbf{E} \xi^{2 k}=\frac{(2 k)!}{2^{k} \cdot k!} \sigma^{2 k}$ for a centered Gaussian random variable $\xi$ and since the random variables $\zeta_{l}$ do not depend on $\eta_{i, k}(\lambda), i=1,2$, by Fubini's theorem, Cauchy-Bunyakovskiy inequality and Lemma 3.6 with $l \leqslant N-2$ imply that

$$
\begin{gathered}
\mathbf{E}\left(\int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)-J_{k}(s \lambda)+J_{k}\left(s \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right)^{2 m} \leqslant \\
\leqslant \frac{(2 m)!}{2^{m} \cdot m!} \mathbf{E}\left(\int_{\lambda_{l}}^{\lambda_{l+1}}\left|J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)-J_{k}(s \lambda)+J_{k}\left(s \zeta_{l}\right)\right|^{2} d F(\lambda)\right)^{m} \leqslant \\
\leqslant \frac{(2 m)!}{2^{m} \cdot m!} \mathbf{E}\left(\int _ { \lambda _ { l } } ^ { \lambda _ { l + 1 } } \left(4 \cdot 4^{2(1-\alpha)}\left|\lambda-\zeta_{l}\right|^{2 \alpha}|s-t|^{2 \alpha}\left(\frac{\pi}{2 k}\right)^{2 \alpha} \times\right.\right. \\
\times\left(1+\frac{\left|\lambda+\zeta_{l}\right|^{\alpha}|s-t|^{\alpha}}{4^{\alpha}}+\frac{|t+s|^{\alpha}\left(\lambda^{\alpha}+2 \zeta_{l}^{\alpha}\right)}{2^{\alpha}}+\right.
\end{gathered}
$$

$$
\begin{aligned}
& \left.\left.\left.+\frac{|t+s|^{2 \alpha} \zeta_{l}^{\alpha}\left|\lambda+\zeta_{l}\right|^{\alpha}}{4^{\alpha} \cdot 2^{\alpha}}\right)^{2}\right) d F(\lambda)\right)^{m}=\frac{(2 m)!}{2^{m} \cdot m!} 4^{m} \times \\
& \times 4^{2 m(1-\alpha)}\left(\frac{\pi}{2 k}\right)^{2 m \alpha}|s-t|^{2 m \alpha} \mathbf{E}\left(\int _ { \lambda _ { l } } ^ { \lambda _ { l + 1 } } | \lambda - \zeta _ { l } | ^ { 2 \alpha } \left(1+\frac{\left|\lambda+\zeta_{l}\right|^{\alpha}|s-t|^{\alpha}}{4^{\alpha}}+\right.\right. \\
& \left.\left.+\frac{|t+s|^{\alpha}\left(\lambda^{\alpha}+2 \zeta_{l}^{\alpha}\right)}{2^{\alpha}}+\frac{|t+s|^{2 \alpha} \zeta_{l}^{\alpha}\left|\lambda+\zeta_{l}\right|^{\alpha}}{4^{\alpha} \cdot 2^{\alpha}}\right)^{2} d F(\lambda)\right)^{m}=\frac{(2 m)!}{2^{m} \cdot m!} 4^{m} \times \\
& \times 4^{2 m(1-\alpha)}\left(\frac{\pi}{2 k}\right)^{2 m \alpha}|s-t|^{2 m \alpha} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(\int _ { \lambda _ { l } } ^ { \lambda _ { l + 1 } } | \lambda - u | ^ { 2 \alpha } \left(1+\frac{|\lambda+u|^{\alpha}|s-t|^{\alpha}}{4^{\alpha}}+\right.\right. \\
& \left.\left.+\frac{|t+s|^{\alpha}\left(\lambda^{\alpha}+2 u^{\alpha}\right)}{2^{\alpha}}+\frac{|t+s|^{2 \alpha} u^{\alpha}|\lambda+u|^{\alpha}}{4^{\alpha} \cdot 2^{\alpha}}\right)^{2} d F(\lambda)\right)^{m} d F_{l}(u) \leqslant \\
& \leqslant \frac{(2 m)!}{2^{m} \cdot m!} 4^{m} \cdot 4^{2 m(1-\alpha)}\left(\frac{\pi}{2 k}\right)^{2 m \alpha}|s-t|^{2 m \alpha}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 m \alpha} \times \\
& \times \int_{\lambda_{l}}^{\lambda_{l+1}}\left(\int _ { \lambda _ { l } } ^ { \lambda _ { l + 1 } } \left(1+\frac{\lambda^{\alpha}\left(1+\frac{u}{\lambda}\right)^{\alpha}|s-t|^{\alpha}}{4^{\alpha}}+\frac{|t+s|^{\alpha} \lambda^{\alpha}\left(1+2\left(\frac{u}{\lambda}\right)^{\alpha}\right)}{2^{\alpha}}+\right.\right. \\
& \left.\left.+\frac{|t+s|^{2 \alpha} u^{\alpha} \lambda^{\alpha}\left(1+\frac{u}{\lambda}\right)^{\alpha}}{4^{\alpha} \cdot 2^{\alpha}}\right)^{2} d F(\lambda)\right)^{m} d F_{l}(u) \leqslant \frac{(2 m)!}{2^{m} \cdot m!} 4^{m} \cdot 4^{2 m(1-\alpha)} \times \\
& \times\left(\frac{\pi}{2 k}\right)^{2 m \alpha}|s-t|^{2 m \alpha}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 m \alpha}\left(\int _ { \lambda _ { l } } ^ { \lambda _ { l + 1 } } \left(1+\frac{\lambda^{\alpha}\left(1+\frac{\lambda_{l+1}}{\lambda_{l}}\right)^{\alpha}|s-t|^{\alpha}}{4^{\alpha}}+\right.\right. \\
& \left.\left.+\frac{|t+s|^{\alpha} \lambda^{\alpha}\left(1+2\left(\frac{\lambda_{l+1}}{\lambda_{l}}\right)^{\alpha}\right)}{2^{\alpha}}+\frac{|t+s|^{2 \alpha} \lambda_{l+1}^{\alpha} \lambda^{\alpha}\left(1+\frac{\lambda_{l+1}}{\lambda_{l}}\right)^{\alpha}}{4^{\alpha} \cdot 2^{\alpha}}\right)^{2} d F(\lambda)\right)^{m} \leqslant \\
& \leqslant \frac{(2 m)!}{2^{m} \cdot m!} 4^{m} \cdot 4^{2 m(1-\alpha)}\left(\frac{\pi}{2 k}\right)^{2 m \alpha}|s-t|^{2 m \alpha}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 m \alpha} \times \\
& \times\left(4 \int _ { \lambda _ { l } } ^ { \lambda _ { l + 1 } } \left(1+\frac{\lambda^{2 \alpha}(1+C)^{2 \alpha}|s-t|^{2 \alpha}}{4^{2 \alpha}}+\frac{|t+s|^{2 \alpha} \lambda^{2 \alpha}\left(1+2 C^{\alpha}\right)^{2}}{2^{2 \alpha}}+\right.\right. \\
& \left.\left.+\frac{|t+s|^{4 \alpha} \lambda_{l+1}^{2 \alpha} \lambda^{2 \alpha}(1+C)^{2 \alpha}}{4^{2 \alpha} \cdot 2^{2 \alpha}}\right) d F(\lambda)\right)^{m}=\frac{(2 m)!}{2^{m} \cdot m!} 4^{m} \cdot 4^{2 m(1-\alpha)}\left(\frac{\pi}{2 k}\right)^{2 m \alpha} \times
\end{aligned}
$$

$$
\begin{gathered}
\times|s-t|^{2 m \alpha}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 m \alpha} 4^{m}\left[b_{l}^{2}+\left(\frac{|s-t|(1+C)}{4}\right)^{2 \alpha} \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)+\right. \\
+\left(\frac{|t+s|}{2}\right)^{2 \alpha}\left(1+2 C^{\alpha}\right)^{2} \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)+ \\
\left.+\left(\frac{|t+s|^{2} \lambda_{l+1}(1+C)}{8}\right)^{2 \alpha} \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right]^{m}
\end{gathered}
$$

Consider the case of $l=N-1$. Applying the inequality $|\sin x| \leqslant x^{\alpha}$ $\frac{1}{2}<\alpha \leqslant 1$ to those terms in $\left|K_{1}\right|$ and $\left|K_{2}\right|$ that do not contain $|\lambda+u|$ and $|t+s|$ and bounding the rest ones with sin and cos by 1 we obtain

$$
\begin{aligned}
& \mathbf{E}\left(\int_{\Lambda}^{\infty}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)-J_{k}(s \lambda)+J_{k}\left(s \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right)^{2 m} \leqslant \\
& \leqslant \frac{(2 m)!}{2^{m} \cdot m!}\left(\int_{\Lambda}^{\infty}\left|J_{k}(t \lambda)-J_{k}(t \Lambda)-J_{k}(s \lambda)+J_{k}(s \Lambda)\right|^{2} d F(\lambda)\right)^{m} \leqslant \\
& \leqslant \frac{(2 m)!}{2^{m} \cdot m!}\left(64 \int_{\Lambda}^{\infty}\left(3 \frac{|\lambda-\Lambda|^{\alpha}|s-t|^{\alpha}}{4^{\alpha}}+3 \frac{\Lambda^{\alpha}|s-t|^{\alpha}}{2^{\alpha}}\right)^{2} d F(\lambda)\right)^{m}= \\
& =\frac{(2 m)!}{2^{m} \cdot m!} 4^{(3-2 \alpha) m} 9^{m}|s-t|^{2 m \alpha}\left(\int_{\Lambda}^{\infty}\left(|\lambda-\Lambda|^{\alpha}+2^{\alpha} \Lambda^{\alpha}\right)^{2} d F(\lambda)\right)^{m} \leqslant \\
& \leqslant \frac{(2 m)!}{2^{m} \cdot m!} 4^{(3-2 \alpha) m} 18^{m}|s-t|^{2 m \alpha}\left(\int_{\Lambda}^{\infty}\left(|\lambda-\Lambda|^{2 \alpha}+2^{2 \alpha} \Lambda^{2 \alpha}\right) d F(\lambda)\right)^{m}= \\
& =\frac{(2 m)!}{2^{m} \cdot m!} 4^{(3-2 \alpha) m} 18^{m}|s-t|^{2 m \alpha} \times \\
& \times\left(\int_{\Lambda}^{\infty}|\lambda-\Lambda|^{2 \alpha} d F(\lambda)+\int_{\Lambda}^{\infty} 2^{2 \alpha} \Lambda^{2 \alpha} d F(\lambda)\right)^{m}= \\
& \quad=\frac{(2 m)!}{2^{m} \cdot m!} 4^{(3-2 \alpha) m} 18^{m}|s-t|^{2 m \alpha} \times \\
& \times\left(\int_{\Lambda}^{\infty}|\lambda-\Lambda|^{2 \alpha} d F(\lambda)+2^{2 \alpha} \Lambda^{2 \alpha}(F(+\infty)-F(\Lambda))\right)^{m}
\end{aligned}
$$

Thus

$$
\begin{aligned}
& \tau^{2}\left(\sum_{k=1}^{M} \cos (k x) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(t \lambda)-J_{k}\left(t \zeta_{l}\right)-J_{k}(s \lambda)+J_{k}\left(s \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right) \leqslant \\
& \leqslant M \sum_{k=1}^{M} \cos ^{2}(k x)\left[4^{2(2-\alpha)}|s-t|^{2 \alpha}\left(\frac{\pi}{2 k}\right)^{2 \alpha} \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha} \times\right. \\
& \times\left(b_{l}^{2}+\left(\left(\frac{|s-t|(1+C)}{4}\right)^{2 \alpha}+\left(\frac{|t+s|}{2}\right)^{2 \alpha}\left(1+2 C^{\alpha}\right)+\right.\right. \\
& \left.\left.+\left(\frac{|t+s|^{2} \lambda_{l+1}(1+C)}{8}\right)^{2 \alpha}\right)^{\lambda_{l+1}} \int_{\lambda_{l}}^{\lambda_{l}} \lambda^{2 \alpha} d F(\lambda)\right)+18 \cdot 4^{3-2 \alpha}|s-t|^{2 \alpha} \times \\
& \left.\times\left(\int_{\Lambda}^{\infty}|\lambda-\Lambda|^{2 \alpha} d F(\lambda)+2^{2 \alpha} \Lambda^{2 \alpha}(F(+\infty)-F(\Lambda))\right)\right]=4^{2(2-\alpha)}|s-t|^{2 \alpha} M \times \\
& \times\left(\frac{\pi}{2}\right)^{2 \alpha} \sum_{k=1}^{M}\left(\frac{\cos ^{2}(k x)}{k^{2 \alpha}}\right) \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha}\left(b_{l}^{2}+\left[\left(\frac{|s-t|(1+C)}{4}\right)^{2 \alpha}+\right.\right. \\
& \left.\left.+\left(\frac{|t+s|}{2}\right)^{2 \alpha}\left(1+2 C^{\alpha}\right)+\left(\frac{|t+s|^{2} \lambda_{l+1}(1+C)}{8}\right)^{2 \alpha}\right]_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+ \\
& +18 \cdot 4^{3-2 \alpha}|s-t|^{2 \alpha} M \sum_{k=1}^{M} \cos ^{2}(k x) \times \\
& \times\left(\int_{\Lambda}^{\infty}|\lambda-\Lambda|^{2 \alpha} d F(\lambda)+2^{2 \alpha} \Lambda^{2 \alpha}(F(+\infty)-F(\Lambda))\right) .
\end{aligned}
$$

The proof of the second inequality is the same.

Lemma 3.10. Let the integral $\int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)$ converge for all $\frac{1}{2}<\alpha \leqslant 1$. Then

$$
\tau^{2}\left(\sum_{k=1}^{M}(\cos (k x)-\cos (k y)) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(s \lambda)-J_{k}\left(s \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right) \leqslant
$$

$$
\begin{gathered}
\leqslant 2 \cdot 4^{2(1-\alpha)} s^{2 \alpha} \pi^{2 \alpha} M \sum_{k=1}^{M}(\cos (k x)-\cos (k y))^{2} \frac{1}{k^{2 \alpha}} \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha} \times \\
\times\left(b_{l}^{2}+\left(\frac{s(1+C)}{2}\right)^{2 \alpha} \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+ \\
+4 M \sum_{k=1}^{M}(\cos (k x)-\cos (k y))^{2}(F(+\infty)-F(\Lambda)) \\
\tau^{2}\left(\sum_{k=1}^{M}(\sin (k x)-\sin (k y)) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(s \lambda)-J_{k}\left(s \zeta_{l}\right)\right) d \eta_{2, k}(\lambda)\right) \leqslant \\
\leqslant 2 \cdot 4^{2(1-\alpha)} s^{2 \alpha} \pi^{2 \alpha} M \sum_{k=1}^{M}(\sin (k x)-\sin (k y))^{2} \frac{1}{k^{2 \alpha}} \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha} \times \\
\times\left(b_{l}^{2}+\left(\frac{s(1+C)}{2}\right)^{2 \alpha} \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+ \\
\\
+4 M \sum_{k=1}^{M}(\sin (k x)-\sin (k y))^{2}(F(+\infty)-F(\Lambda))
\end{gathered}
$$

Proof. Lemmas 1.2 and 1.3 imply

$$
\begin{aligned}
& \tau^{2}\left(\sum_{k=1}^{M}(\cos (k x)-\cos (k y)) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(s \lambda)-J_{k}\left(s \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right) \leqslant \\
& \leqslant M \sum_{k=1}^{M}(\cos (k x)-\cos (k y))^{2} \sum_{l=0}^{N-1} \tau^{2}\left(\int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(s \lambda)-J_{k}\left(s \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right) \leqslant \\
& \leqslant M \sum_{k=1}^{M}(\cos (k x)-\cos (k y))^{2} \sum_{l=0}^{N-1} \theta^{2}\left(\int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(s \lambda)-J_{k}\left(s \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right)= \\
& =M \sum_{k=1}^{M}(\cos (k x)-\cos (k y))^{2} \times
\end{aligned}
$$

$$
\times \sum_{l=0}^{N-1} \sup _{m \geqslant 1}\left[\frac{2^{m} \cdot m!}{(2 m)!} \mathbf{E}\left(\int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(s \lambda)-J_{k}\left(s \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right)^{2 m}\right]^{\frac{1}{m}}
$$

We use Lemma 3.4 and a reasoning similar to that in the proof of Lemma 3.7 we estimate the expression

$$
\left[\frac{2^{m} \cdot m!}{(2 m)!} \mathbf{E}\left(\int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(s \lambda)-J_{k}\left(s \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right)^{2 m}\right]^{\frac{1}{m}}
$$

With this estimate, we obtain

$$
\begin{gathered}
\tau^{2}\left(\sum_{k=1}^{M}(\cos (k x)-\cos (k y)) \sum_{l=0}^{N-1} \int_{\lambda_{l}}^{\lambda_{l+1}}\left(J_{k}(s \lambda)-J_{k}\left(s \zeta_{l}\right)\right) d \eta_{1, k}(\lambda)\right) \leqslant \\
\leqslant 2 \cdot 4^{2(1-\alpha)} s^{2 \alpha} \pi^{2 \alpha} M \sum_{k=1}^{M}(\cos (k x)-\cos (k y))^{2} \frac{1}{k^{2 \alpha}} \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha} \times \\
\times\left(b_{l}^{2}+\left(\frac{s(1+C)}{2}\right)^{2 \alpha} \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+ \\
+4 M \sum_{k=1}^{M}(\cos (k x)-\cos (k y))^{2}(F(+\infty)-F(\Lambda))
\end{gathered}
$$

The second inequality is proved similarly.
Lemma 3.11. Let the integral $\int_{0}^{\infty} \lambda^{2 \nu} d F(\lambda)$ converge for $\nu>\frac{1}{2}$. Then

$$
\begin{aligned}
& \tau^{2}\left(\sum_{k=M+1}^{\infty} \cos (k x) \int_{0}^{\infty}\left(J_{k}(t \lambda)-J_{k}(s \lambda)\right) d \eta_{1, k}(\lambda)\right) \leqslant \\
& \leqslant \frac{2 \cdot 4^{2(1-\alpha)} \pi^{2 \alpha}}{\left(\ln \left(1+\frac{1}{|s-t|}\right)\right)^{2 \delta}} \sum_{k=M+1}^{\infty}\left(\cos ^{2}(k x) \cdot \frac{1}{k^{2 \alpha}}\right) \times \\
& \times\left(\left(\frac{\delta}{\alpha}\right)^{2 \delta} \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)+\left(\frac{\delta}{\beta}\right)^{2 \delta}|s+t|^{2 \alpha} \int_{0}^{\infty} \lambda^{2 \nu} d F(\lambda)\right)
\end{aligned}
$$

$$
\begin{aligned}
\tau^{2}\left(\sum_{k=M+1}^{\infty}\right. & \left.\sin (k x) \int_{0}^{\infty}\left(J_{k}(t \lambda)-J_{k}(s \lambda)\right) d \eta_{2, k}(\lambda)\right) \leqslant \\
\leqslant & \frac{2 \cdot 4^{2(1-\alpha)} \pi^{2 \alpha}}{\left(\ln \left(1+\frac{1}{|s-t|}\right)\right)^{2 \delta}} \sum_{k=M+1}^{\infty}\left(\sin ^{2}(k x) \cdot \frac{1}{k^{2 \alpha}}\right) \times \\
& \times\left(\left(\frac{\delta}{\alpha}\right)^{2 \delta} \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)+\left(\frac{\delta}{\beta}\right)^{2 \delta}|s+t|^{2 \alpha} \int_{0}^{\infty} \lambda^{2 \nu} d F(\lambda)\right)
\end{aligned}
$$

where $\frac{\alpha}{\delta} \leqslant 1, \frac{1}{2}<\alpha \leqslant 1, \delta>0$ and $0<\beta \leqslant 1$.

Proof. Lemmas 1.2 and 1.3 imply that

$$
\begin{aligned}
& \tau^{2}\left(\sum_{k=M+1}^{\infty} \cos (k x) \int_{0}^{\infty}\left(J_{k}(t \lambda)-J_{k}(s \lambda)\right) d \eta_{1, k}(\lambda)\right) \leqslant \\
& \leqslant \sum_{k=M+1}^{\infty} \cos ^{2}(k x) \tau^{2}\left(\int_{0}^{\infty}\left(J_{k}(t \lambda)-J_{k}(s \lambda)\right) d \eta_{1, k}(\lambda)\right) \leqslant \\
& \leqslant \sum_{k=M+1}^{\infty} \cos ^{2}(k x) \theta^{2}\left(\int_{0}^{\infty}\left(J_{k}(t \lambda)-J_{k}(s \lambda)\right) d \eta_{1, k}(\lambda)\right)= \\
& =\sum_{k=M+1}^{\infty} \cos ^{2}(k x) \sup _{m \geqslant 1}^{\infty}\left[\frac{2^{m} \cdot m!}{(2 m)!} \mathbf{E}\left(\int_{0}^{\infty}\left(J_{k}(t \lambda)-J_{k}(s \lambda)\right) d \eta_{1, k}(\lambda)\right)^{2 m}\right]^{\frac{1}{m}} .
\end{aligned}
$$

Given $h>0$ and $0<\gamma \leqslant 1$ we obtain

$$
\ln \left(1+\frac{1}{h}\right)=\frac{1}{\gamma} \ln \left(1+\frac{1}{h}\right)^{\gamma} \leqslant \frac{1}{\gamma} \ln \left(1+\left(\frac{1}{h}\right)^{\gamma}\right) \leqslant \frac{1}{h^{\gamma} \cdot \gamma}
$$

whence $h^{\gamma} \leqslant \frac{1}{\gamma \ln \left(1+\frac{1}{h}\right)}$. Thus $h^{\gamma \delta} \leqslant \frac{1}{\gamma^{\delta}\left(\ln \left(1+\frac{1}{h}\right)\right)^{\delta}}, \delta>0$. If $\gamma \cdot \delta=\alpha$, then

$$
\begin{equation*}
h^{\alpha} \leqslant \frac{1}{\left(\frac{\alpha}{\delta}\right)^{\delta}\left(\ln \left(1+\frac{1}{h}\right)\right)^{\delta}} \tag{3.9}
\end{equation*}
$$

We conclude from Lemma 3.5 and inequality (3.9) that

$$
\begin{aligned}
& \mathbf{E}\left(\int_{0}^{\infty}\left(J_{k}(t \lambda)-J_{k}(s \lambda)\right) d \eta_{1, k}(\lambda)\right)^{2 m} \leqslant \\
& \leqslant \frac{(2 m)!}{2^{m} \cdot m!}\left(\int_{0}^{\infty}\left(J_{k}(t \lambda)-J_{k}(s \lambda)\right) d F(\lambda)\right)^{m} \leqslant \\
& \leqslant \frac{(2 m)!}{2^{m} \cdot m!}\left(\int_{0}^{\infty}\left(4^{1-\alpha} \pi^{\alpha} \frac{1}{k^{\alpha}}\left(\lambda^{\alpha}|s-t|^{\alpha}+\lambda^{\alpha+\beta}|s-t|^{\beta} \cdot|s+t|^{\alpha}\right)\right)^{2} d F(\lambda)\right)^{m} \leqslant \\
& \leqslant \frac{(2 m)!}{2^{m} \cdot m!} \frac{2 \cdot 4^{2 m(1-\alpha)} \pi^{2 m \alpha}}{k^{2 m \alpha}} \times \\
& \times\left(|s-t|^{2 \alpha} \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)+|s-t|^{2 \beta} \cdot|s+t|^{2 \alpha} \int_{0}^{\infty} \lambda^{2(\alpha+\beta)} d F(\lambda)\right)^{m} \leqslant \\
& \leqslant \frac{(2 m)!}{2^{m} \cdot m!} \frac{2 \cdot 4^{2 m(1-\alpha)} \pi^{2 m \alpha}}{k^{2 m \alpha}} \frac{1}{\left(\ln \left(1+\frac{1}{|s-t|}\right)\right)^{2 m \delta}} \times \\
& \left(\left(\frac{\delta}{\alpha}\right)^{2 \delta} \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)+\left(\frac{\delta}{\beta}\right)^{2 \delta} \cdot|s+t|^{2 \alpha} \int_{0}^{\infty} \lambda^{2(\alpha+\beta)} d F(\lambda)\right)^{m} .
\end{aligned}
$$

We introduce the numbers $\alpha$ and $\beta$ as follows $\alpha=\frac{1}{2}+\beta, \beta=\frac{\nu-\frac{1}{2}}{2}$, where $\frac{1}{2}<\alpha \leqslant 1,0<\beta \leqslant 1$ and $\nu>\frac{1}{2}$. Then

$$
\begin{aligned}
& \tau^{2}\left(\sum_{k=M+1}^{\infty} \cos (k x) \int_{0}^{\infty}\left(J_{k}(t \lambda)-J_{k}(s \lambda)\right) d \eta_{1, k}(\lambda)\right) \leqslant \\
& \leqslant \frac{2 \cdot 4^{2(1-\alpha)} \pi^{2 \alpha}}{\left(\ln \left(1+\frac{1}{|s-t|}\right)\right)^{2 \delta}} \sum_{k=M+1}^{\infty}\left(\cos ^{2}(k x) \cdot \frac{1}{k^{2 \alpha}}\right) \times \\
& \times\left(\left(\frac{\delta}{\alpha}\right)^{2 \delta} \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)+\left(\frac{\delta}{\beta}\right)^{2 \delta}|s+t|^{2 \alpha} \int_{0}^{\infty} \lambda^{2 \nu} d F(\lambda)\right)
\end{aligned}
$$

The proof of the second inequality is the same.
Lemma 3.12. Let the integral $\int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)<\infty$ converge for $\frac{1}{2}<\alpha \leqslant 1$. Then

$$
\begin{aligned}
& \tau^{2}\left(\sum_{k=M+1}^{\infty}(\cos (k x)-\cos (k y)) \int_{0}^{\infty} J_{k}(s \lambda) d \eta_{1, k}(\lambda)\right) \leqslant \\
& \leqslant 2^{2(1-\alpha)} s^{2 \alpha} \pi^{2 \alpha} \sum_{k=M+1}^{\infty}(\cos (k x)-\cos (k y))^{2} \cdot \frac{1}{k^{2 \alpha}} \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda) \\
& \tau^{2}\left(\sum_{k=M+1}^{\infty}(\sin (k x)-\sin (k y)) \int_{0}^{\infty} J_{k}(s \lambda) d \eta_{2, k}(\lambda)\right) \leqslant \\
& \leqslant 2^{2(1-\alpha)} s^{2 \alpha} \pi^{2 \alpha} \sum_{k=M+1}^{\infty}(\sin (k x)-\sin (k y))^{2} \cdot \frac{1}{k^{2 \alpha}} \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)
\end{aligned}
$$

Proof. Lemma 3.12 follows from Lemma 3.8.

Theorem 3.7. Let $X(t, x)$ and $\hat{X}(t, x)$ be defined by (3.4) and (3.5), respectively, and

$$
\sigma(h)=\sup _{\substack{|t-s| \leqslant h \\|x-y| \leqslant h}} \tau\left(\chi_{M}(t, x)-\chi_{M}(s, y)\right)
$$

where $\chi_{M}(t, x)$ is defined by (3.7). Assume that $\int_{0}^{\infty} \lambda^{2 \nu} d F(\lambda)<\infty$ for $\nu>\frac{1}{2}$. Then

$$
\begin{aligned}
\sigma(h) & \leqslant \frac{1}{\left(\ln \left(\frac{1}{h}+1\right)\right)^{\delta}}\left[2 \cdot 4^{2(2-\alpha)}\left(\frac{\delta}{\alpha}\right)^{2 \delta}\left(\frac{\pi}{2}\right)^{2 \alpha} \frac{M}{2 \alpha-1}\left(2 \alpha-\frac{1}{M^{2 \alpha-1}}\right) \times\right. \\
& \times \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha}\left(b_{l}^{2}+\left(\left(\frac{T(1+C)}{4}\right)^{2 \alpha}+T^{2 \alpha}\left(1+2 C^{\alpha}\right)+\right.\right. \\
& \left.\left.+\left(\frac{T^{2} \Lambda(1+C)}{2}\right)^{2 \alpha}\right) \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+9 \cdot 4^{4-2 \alpha} \cdot M^{2}\left(\frac{\delta}{\alpha}\right)^{2 \delta} \times
\end{aligned}
$$

$$
\begin{gathered}
\times\left(\int_{\Lambda}^{\infty}|\lambda-\Lambda|^{2 \alpha} d F(\lambda)+2^{2 \alpha} \Lambda^{2 \alpha}(F(+\infty)-F(\Lambda))\right)+4^{4-2 \alpha} T^{2 \alpha} \pi^{2 \alpha} M \times \\
\times \sum_{k=1}^{M} \frac{\left(\ln \left(k^{2}+e^{\delta}\right)\right)^{2 \delta}}{k^{2 \alpha}} \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha}\left(b_{l}^{2}+\left(\frac{T(1+C)}{2}\right)^{2 \alpha} \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+ \\
+16 M(F(+\infty)-F(\Lambda)) \sum_{k=1}^{M}\left(\ln \left(k^{2}+e^{\delta}\right)\right)^{2 \delta}+\frac{4^{3-2 \alpha} \pi^{2 \alpha}}{(2 \alpha-1) M^{2 \alpha-1}} \times \\
\quad \times\left(\left(\frac{\delta}{\alpha}\right)^{2 \delta} \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)+(2 T)^{2 \alpha}\left(\frac{\delta}{\beta}\right)^{2 \delta} \int_{0}^{\infty} \lambda^{2 \nu} d F(\lambda)\right)+ \\
\left.\quad+2^{2(2-\alpha)} T^{2 \alpha} \pi^{2 \alpha} \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda) \sum_{k=M+1}^{\infty} \frac{\left(\ln \left(k^{2}+e^{\delta}\right)\right)^{2 \delta}}{k^{2 \alpha}}\right]^{\frac{1}{2}}
\end{gathered}
$$

where $C=\max _{0<l \leqslant N-2} \frac{\lambda_{l+1}}{\lambda_{l}}, \frac{1}{2}<\alpha \leqslant 1, \frac{\alpha}{\delta} \leqslant 1, \delta>0$ and $0<\beta \leqslant 1$.

Proof. Lemmas 3.9-3.12 imply

$$
\begin{aligned}
& \tau^{2}\left(\chi_{M}(t, x)-\chi_{M}(s, y)\right) \leqslant\left[\tau\left(\chi_{M, 1}(t, x)-\chi_{M, 1}(s, y)\right)+\right. \\
& \left.+\tau\left(\chi_{M, 2}(t, x)-\chi_{M, 2}(s, y)\right)\right]^{2} \leqslant 2 \tau^{2}\left(\chi_{M, 1}(t, x)-\chi_{M, 1}(s, y)\right)+ \\
& +2 \tau^{2}\left(\chi_{M, 2}(t, x)-\chi_{M, 2}(s, y)\right) \leqslant 2 \cdot 4^{2(2-\alpha)}|s-t|^{2 \alpha}\left(\frac{\pi}{2}\right)^{2 \alpha} M \times \\
& \quad \times \sum_{k=1}^{M} \frac{1}{k^{2 \alpha}} \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha}\left(b_{l}^{2}+\left[\left(\frac{|s-t|(1+C)}{4}\right)^{2 \alpha}+\right.\right. \\
& \left.+\left(\frac{|t+s|}{2}\right)^{2 \alpha}\left(1+2 C^{\alpha}\right)+\left(\frac{|t+s|^{2} \lambda_{l+1}(1+C)}{8}\right)^{2 \alpha} \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+ \\
& +9 \cdot 4^{4-2 \alpha}|s-t|^{2 \alpha} M^{2}\left(\int_{\Lambda}^{\infty}|\lambda-\Lambda|^{2 \alpha} d F(\lambda)+2^{2 \alpha} \Lambda^{2 \alpha}(F(+\infty)-F(\Lambda))\right)+ \\
& +4^{3-2 \alpha} s^{2 \alpha} \pi^{2 \alpha} M\left(\sum _ { k = 1 } ^ { M } \left((\cos (k x)-\cos (k y))^{2}+\right.\right. \\
& \left.\left.+(\sin (k x)-\sin (k y))^{2}\right) \frac{1}{k^{2 \alpha}}\right) \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha} \times
\end{aligned}
$$

$$
\begin{aligned}
& \times\left(b_{l}^{2}+\left(\frac{s(1+C)}{2}\right)^{2 \alpha} \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+8 M(F(+\infty)-F(\Lambda)) \times \\
& \times \sum_{k=1}^{M}\left((\cos (k x)-\cos (k y))^{2}+(\sin (k x)-\sin (k y))^{2}\right)+ \\
& +\frac{4^{3-2 \alpha} \pi^{2 \alpha}}{\left(\ln \left(1+\frac{1}{|s-t|}\right)\right)^{2 \delta}} \sum_{k=M+1}^{\infty}\left(\frac{1}{k^{2 \alpha}}\right) \times \\
& \times\left(\left(\frac{\delta}{\alpha}\right)^{2 \delta} \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)+\left(\frac{\delta}{\beta}\right)^{2 \delta}|s+t|^{2 \alpha} \int_{0}^{\infty} \lambda^{2 \nu} d F(\lambda)\right)+ \\
& \quad+2^{3-2 \alpha} s^{2 \alpha} \pi^{2 \alpha} \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda) \sum_{k=M+1}^{\infty} \frac{1}{k^{2 \alpha}}\left((\cos (k x)-\cos (k y))^{2}+\right. \\
& \times
\end{aligned}
$$

Now we apply the inequality

$$
|\cos (k x)-\cos (k y)| \leqslant \frac{\left(\ln \left(k^{2}+e^{\delta}\right)\right)^{\delta}}{\left(\ln \left(\frac{1}{|x-y|}+e^{\delta}\right)\right)^{\delta}},
$$

for some $\delta>0$ (this is inequality (10) in [79]). Since

$$
\begin{aligned}
\sum_{k=1}^{M} \frac{1}{k^{2 \alpha}} \leqslant 1+\sum_{k=2}^{M} \int_{k-1}^{k} \frac{1}{x^{2 \alpha}} d x & =1+\int_{1}^{M} \frac{1}{x^{2 \alpha}} d x= \\
& =1+\left.\frac{x^{1-2 \alpha}}{1-2 \alpha}\right|_{1} ^{M}=\frac{2 \alpha}{2 \alpha-1}-\frac{1}{(2 \alpha-1) M^{2 \alpha-1}}
\end{aligned}
$$

for all $\frac{1}{2}<\alpha \leqslant 1$ and
$\sum_{k=M+1}^{\infty} \frac{1}{k^{2 \alpha}} \leqslant \sum_{k=M+1}^{\infty} \int_{k-1}^{k} \frac{1}{x^{2 \alpha}} d x=\int_{M}^{\infty} \frac{1}{x^{2 \alpha}} d x=\left.\frac{x^{1-2 \alpha}}{1-2 \alpha}\right|_{M} ^{\infty}=\frac{1}{(2 \alpha-1) M^{2 \alpha-1}}$,
we have

$$
\begin{aligned}
& \tau^{2}\left(\chi_{M}(t, x)-\chi_{M}(s, y)\right) \leqslant 2 \cdot 4^{2(2-\alpha)}|s-t|^{2 \alpha}\left(\frac{\pi}{2}\right)^{2 \alpha} \frac{M}{2 \alpha-1}\left(2 \alpha-\frac{1}{M^{2 \alpha-1}}\right) \times \\
& \times \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha}\left(b_{l}^{2}+\left[\left(\frac{|s-t|(1+C)}{4}\right)^{2 \alpha}+\left(\frac{|t+s|}{2}\right)^{2 \alpha}\left(1+2 C^{\alpha}\right)+\right.\right. \\
& \left.\left.+\left(\frac{|t+s|^{2} \lambda_{l+1}(1+C)}{8}\right)^{2 \alpha}\right] \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+9 \cdot 4^{4-2 \alpha}|s-t|^{2 \alpha} \cdot M^{2} \times \\
& \times\left(\int_{\Lambda}^{\infty}|\lambda-\Lambda|^{2 \alpha} d F(\lambda)+2^{2 \alpha} \Lambda^{2 \alpha}(F(+\infty)-F(\Lambda))\right)+\frac{4^{4-2 \alpha} s^{2 \alpha} \pi^{2 \alpha} M}{\left(\ln \left(\frac{1}{|x-y|}+e^{\delta}\right)\right)^{2 \delta}} \times \\
& \times \sum_{k=1}^{M} \frac{\left(\ln \left(k^{2}+e^{\delta}\right)\right)^{2 \delta}}{k^{2 \alpha}} \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha}\left(b_{l}^{2}+\left(\frac{s(1+C)}{2}\right)^{2 \alpha} \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+ \\
& +\frac{16 M(F(+\infty)-F(\Lambda))}{\left(\ln \left(\frac{1}{|x-y|}+e^{\delta}\right)\right)^{2 \delta}} \sum_{k=1}^{M}\left(\ln \left(k^{2}+e^{\delta}\right)\right)^{2 \delta}+\frac{4^{3-2 \alpha} \pi^{2 \alpha}}{(2 \alpha-1) M^{2 \alpha-1}} \times \\
& \times \frac{1}{\left(\ln \left(1+\frac{1}{|s-t|}\right)\right)^{2 \delta}}\left(\left(\frac{\delta}{\alpha}\right)^{2 \delta} \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)+\left(\frac{\delta}{\beta}\right)^{2 \delta}|s+t|^{2 \alpha} \int_{0}^{\infty} \lambda^{2 æ} d F(\lambda)\right)+ \\
& +\frac{2^{2(2-\alpha)} s^{2 \alpha} \pi^{2 \alpha}}{\left(\ln \left(\frac{1}{|x-y|}+e^{\delta}\right)\right)^{2 \delta}} \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda) \sum_{k=M+1}^{\infty} \frac{\left(\ln \left(k^{2}+e^{\delta}\right)\right)^{2 \delta}}{k^{2 \alpha}} .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
& \sup _{\substack{|t-s| \leqslant h \\
|x-y| \leqslant h}} \tau\left(\chi_{M}(t, x)-\chi_{M}(s, y)\right) \leqslant\left[2 \cdot 4^{2(2-\alpha)} h^{2 \alpha}\left(\frac{\pi}{2}\right)^{2 \alpha} \frac{M}{2 \alpha-1}\left(2 \alpha-\frac{1}{M^{2 \alpha-1}}\right) \times\right. \\
& \quad \times \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha}\left(b_{l}^{2}+\left[\left(\frac{T(1+C)}{4}\right)^{2 \alpha}+T^{2 \alpha}\left(1+2 C^{\alpha}\right)+\right.\right. \\
& \left.\left.\quad+\left(\frac{T^{2} \Lambda(1+C)}{2}\right)^{2 \alpha}\right] \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+9 \cdot 4^{4-2 \alpha} h^{2 \alpha} \cdot M^{2} \times
\end{aligned}
$$

$$
\begin{aligned}
& \times\left(\int_{\Lambda}^{\infty}|\lambda-\Lambda|^{2 \alpha} d F(\lambda)+2^{2 \alpha} \Lambda^{2 \alpha}(F(+\infty)-F(\Lambda))\right)+\frac{4^{4-2 \alpha} T^{2 \alpha} \pi^{2 \alpha} M}{\left(\ln \left(\frac{1}{h}+1\right)\right)^{2 \delta}} \times \\
& \times\left(\sum_{k=1}^{M} \frac{\left(\ln \left(k^{2}+e^{\delta}\right)\right)^{2 \delta}}{k^{2 \alpha}}\right) \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha}\left(b_{l}^{2}+\left(\frac{T(1+C)}{2}\right)^{2 \alpha} \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+ \\
& \quad+\frac{16 M(F(+\infty)-F(\Lambda))}{\left(\ln \left(\frac{1}{h}+1\right)\right)^{2 \delta}} \sum_{k=1}^{M}\left(\ln \left(k^{2}+e^{\delta}\right)\right)^{2 \delta}+\frac{4^{3-2 \alpha} \pi^{2 \alpha}}{(2 \alpha-1) M^{2 \alpha-1}} \times \\
& \times \frac{1}{\left(\ln \left(\frac{1}{h}+1\right)\right)^{2 \delta}}\left(\left(\frac{\delta}{\alpha}\right)^{2 \delta} \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)+(2 T)^{2 \alpha}\left(\frac{\delta}{\beta}\right)^{2 \delta} \int_{0}^{\infty} \lambda^{2 \nu} d F(\lambda)\right)+ \\
& \left.\quad+\frac{2^{2(2-\alpha)} T^{2 \alpha} \pi^{2 \alpha}}{\left(\ln \left(\frac{1}{h}+1\right)\right)^{2 \delta}} \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda) \sum_{k=M+1}^{\infty} \frac{\left(\ln \left(k^{2}+e^{\delta}\right)\right)^{2 \delta}}{k^{2 \alpha}}\right]^{\frac{1}{2}} .
\end{aligned}
$$

Now inequality (3.9) implies

$$
\begin{aligned}
& \sup _{\substack{|t-s| \leqslant h \\
|x-y| \leqslant h}} \tau\left(\chi_{M}(t, x)-\chi_{M}(s, y)\right) \leqslant\left[2 \cdot 4^{2(2-\alpha)} \frac{1}{\left(\frac{\alpha}{\delta}\right)^{2 \delta}\left(\ln \left(\frac{1}{h}+1\right)\right)^{2 \delta}}\left(\frac{\pi}{2}\right)^{2 \alpha} \times\right. \\
& \times \frac{M}{2 \alpha-1}\left(2 \alpha-\frac{1}{M^{2 \alpha-1}}\right) \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha}\left(b_{l}^{2}+\left[\left(\frac{T(1+C)}{4}\right)^{2 \alpha}+\right.\right. \\
& \left.\left.+T^{2 \alpha}\left(1+2 C^{\alpha}\right)+\left(\frac{T^{2} \Lambda(1+C)}{2}\right)^{2 \alpha}\right]_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+\frac{9 \cdot 4^{4-2 \alpha} \cdot M^{2}}{\left(\frac{\alpha}{\delta}\right)^{2 \delta}\left(\ln \left(\frac{1}{h}+1\right)\right)^{2 \delta}} \times \\
& \times\left(\int_{\Lambda}^{\infty}|\lambda-\Lambda|^{2 \alpha} d F(\lambda)+2^{2 \alpha} \Lambda^{2 \alpha}(F(+\infty)-F(\Lambda))\right)+\frac{4^{4-2 \alpha} T^{2 \alpha} \pi^{2 \alpha} M}{\left(\ln \left(\frac{1}{h}+1\right)\right)^{2 \delta} \times} \\
& \times\left(\sum_{k=1}^{M} \frac{\left(\ln \left(k^{2}+e^{\delta}\right)\right)^{2 \delta}}{k^{2 \alpha}}\right) \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha}\left(b_{l}^{2}+\left(\frac{T(1+C)}{2}\right)^{2 \alpha} \times\right. \\
& \left.\quad \times \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+\frac{16 M(F(+\infty)-F(\Lambda))}{M} \sum_{k=1}^{M}\left(\ln \left(k^{2}+e^{\delta}\right)\right)^{2 \delta}+ \\
& \left.\left.\quad+\frac{1}{h}+1\right)\right)^{2 \delta} \\
& \quad+\frac{4^{3-2 \alpha} \pi^{2 \alpha}}{(2 \alpha-1) M^{2 \alpha-1}} \cdot \frac{1}{\left(\ln \left(\frac{1}{h}+1\right)\right)^{2 \delta}}\left(\left(\frac{\delta}{\alpha}\right)^{2 \delta} \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)+\right.
\end{aligned}
$$

$$
\begin{array}{r}
\left.+(2 T)^{2 \alpha}\left(\frac{\delta}{\beta}\right)^{2 \delta} \int_{0}^{\infty} \lambda^{2 \nu} d F(\lambda)\right)+\frac{2^{2(2-\alpha)} T^{2 \alpha} \pi^{2 \alpha}}{\left(\ln \left(\frac{1}{h}+1\right)\right)^{2 \delta}} \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda) \times \\
\left.\times \sum_{k=M+1}^{\infty} \frac{\left(\ln \left(k^{2}+e^{\delta}\right)\right)^{2 \delta}}{k^{2 \alpha}}\right]^{\frac{1}{2}}
\end{array}
$$

whence

$$
\begin{aligned}
& \sigma(h) \leqslant \frac{1}{\left(\ln \left(\frac{1}{h}+1\right)\right)^{\delta}}\left[2 \cdot 4^{2(2-\alpha)}\left(\frac{\delta}{\alpha}\right)^{2 \delta}\left(\frac{\pi}{2}\right)^{2 \alpha} \frac{M}{2 \alpha-1}\left(2 \alpha-\frac{1}{M^{2 \alpha-1}}\right) \times\right. \\
& \times \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha}\left(b_{l}^{2}+\left[\left(\frac{T(1+C)}{4}\right)^{2 \alpha}+T^{2 \alpha}\left(1+2 C^{\alpha}\right)+\right.\right. \\
& \left.\left.+\left(\frac{T^{2} \Lambda(1+C)}{2}\right)^{2 \alpha}\right]_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+9 \cdot 4^{4-2 \alpha} \cdot M^{2}\left(\frac{\delta}{\alpha}\right)^{2 \delta} \times \\
& \times\left(\int_{\Lambda}^{\infty}|\lambda-\Lambda|^{2 \alpha} d F(\lambda)+2^{2 \alpha} \Lambda^{2 \alpha}(F(+\infty)-F(\Lambda))\right)+4^{4-2 \alpha} T^{2 \alpha} \pi^{2 \alpha} M \times \\
& \times\left(\sum_{k=1}^{M} \frac{\left(\ln \left(k^{2}+e^{\delta}\right)\right)^{2 \delta}}{k^{2 \alpha}}\right) \sum_{l=0}^{N-2}\left|\lambda_{l+1}-\lambda_{l}\right|^{2 \alpha}\left(b_{l}^{2}+\left(\frac{T(1+C)}{2}\right)^{2 \alpha} \int_{\lambda_{l}}^{\lambda_{l+1}} \lambda^{2 \alpha} d F(\lambda)\right)+ \\
& +16 M(F(+\infty)-F(\Lambda)) \sum_{k=1}^{M}\left(\ln \left(k^{2}+e^{\delta}\right)\right)^{2 \delta}+\frac{4^{3-2 \alpha)} \pi^{2 \alpha}}{(2 \alpha-1) M^{2 \alpha-1}} \times \\
& \quad \times\left(\left(\frac{\delta}{\alpha}\right)^{2 \delta} \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)+(2 T)^{2 \alpha}\left(\frac{\delta}{\beta}\right)^{2 \delta} \int_{0}^{\infty} \lambda^{2 \nu} d F(\lambda)\right)+ \\
& \left.\quad+2^{2(2-\alpha)} T^{2 \alpha} \pi^{2 \alpha} \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda) \sum_{k=M+1}^{\infty} \frac{\left(\ln \left(k^{2}+e^{\delta}\right)\right)^{2 \delta}}{k^{2 \alpha}}\right]^{\frac{1}{2}} . \diamond
\end{aligned}
$$

Corollary 3.3. Let a partition $L=\left\{\lambda_{0}, \ldots, \lambda_{N}\right\}$ of the set $[0, \infty)$ be such that $\lambda_{l}<\lambda_{l+1}$ and $\lambda_{l+1}-\lambda_{l}=\frac{\Lambda}{N-1}$. Let all the assumptions of Theorem 3.7 hold. Then

$$
\sigma(h) \leqslant \frac{C_{1}}{\left(\ln \left(\frac{1}{h}+1\right)\right)^{\delta}},
$$

where

$$
\begin{align*}
& C_{1}=\left[2 \cdot 4^{2(2-\alpha)}\left(\frac{\delta}{\alpha}\right)^{2 \delta}\left(\frac{\pi}{2}\right)^{2 \alpha} \frac{M}{2 \alpha-1}\left(2 \alpha-\frac{1}{M^{2 \alpha-1}}\right)\left(\frac{\Lambda}{N-1}\right)^{2 \alpha} \times\right. \\
& \times\left(F(\Lambda)+\left[\left(\frac{3 T}{4}\right)^{2 \alpha}+\left(1+2^{\alpha+1}\right) T^{2 \alpha}+\left(\frac{3 T^{2} \Lambda}{2}\right)^{2 \alpha}\right] \int_{0}^{\Lambda} \lambda^{2 \alpha} d F(\lambda)\right)+9 \cdot 4^{4-2 \alpha} \times \\
& \times M^{2}\left(\frac{\delta}{\alpha}\right)^{2 \delta}\left(\int_{\Lambda}^{\infty}|\lambda-\Lambda|^{2 \alpha} d F(\lambda)+2^{2 \alpha} \Lambda^{2 \alpha}(F(+\infty)-F(\Lambda))\right)+4^{4-2 \alpha} T^{2 \alpha} \pi^{2 \alpha} M \times \\
& \times\left(\sum_{k=1}^{M} \frac{\left(\ln \left(k^{2}+e^{\delta}\right)\right)^{2 \delta}}{k^{2 \alpha}}\right)\left(\frac{\Lambda}{N-1}\right)^{2 \alpha}\left(F(\Lambda)+\left(\frac{3 T}{2}\right)^{2 \alpha} \int_{0}^{\Lambda} \lambda^{2 \alpha} d F(\lambda)\right)+ \\
& \quad+16 M(F(+\infty)-F(\Lambda)) \sum_{k=1}^{M}\left(\ln \left(k^{2}+e^{\delta}\right)\right)^{2 \delta}+\frac{4^{3-2 \alpha} \pi^{2 \alpha}}{(2 \alpha-1) M^{2 \alpha-1} \times} \\
& \times\left(\left(\frac{\delta}{\alpha}\right)^{2 \delta} \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)+(2 T)^{2 \alpha}\left(\frac{\delta}{\beta}\right)^{2 \delta} \int_{0}^{\infty} \lambda^{2 \nu} d F(\lambda)\right)+2^{4-\alpha} T^{2 \alpha} \pi^{2 \alpha} \times \\
& \left.\quad \times \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda) \sum_{k=M+1}^{\infty} \frac{\left(\ln \left(k^{2}+e^{\delta}\right)\right)^{2 \delta}}{k^{2 \alpha}}\right]^{\frac{1}{2}}, \quad(3.10)  \tag{3.10}\\
& \quad \times \int_{0}^{\infty}<\alpha \leqslant 1, \frac{\alpha}{\delta} \leqslant 1, \delta>0 \text { and } 0<\beta \leqslant 1 .
\end{align*}
$$

Definition 3.4. A stochastic field $\hat{X}(t, x)$ approximated Gaussian field $X(t, x)$ with the reliability of $1-\gamma, 0<\gamma<1$ and accuracy $q>0$ in the space $C(\mathbb{T})$, if there exists such partition of $L$, that inequality

$$
\mathbf{P}\left\{\sup _{t \in \mathbb{T}}|X(t, x)-\hat{X}(t, x)|>q\right\} \leqslant \gamma
$$

holds.
Theorem 3.8. Consider $\mathbb{R}^{2}, d(t, s)=\max _{1 \leqslant i \leqslant 2}\left|t_{i}-s_{i}\right|, \mathbb{T}=\left\{0 \leqslant t_{i} \leqslant T, i=\right.$ $1,2\}, T>0$ and let $X=\{X(t), t \in \mathbb{T}\}$ be sub-Gaussian stochastic field. If $\sup _{d(t, s) \leqslant h} \tau(X(t)-X(s)) \leqslant \sigma(h)$, where $\sigma(h)$ is continuous, monotonically decreasing function, such that $\sigma(h) \rightarrow 0$ as $h \rightarrow 0$ and $\int_{0^{+}} \psi\left(\ln \frac{1}{\sigma^{(-1)}(\varepsilon)}\right) d \varepsilon<$
$\infty$ where $\psi(u)=\left(\frac{u}{2}\right)^{\frac{1}{2}}$ and $\sigma^{(-1)}(\varepsilon)$ is an inverse function to $\sigma(\varepsilon)$.
Then $\mathbf{P}\left\{\sup _{t \in \mathbb{T}}|X(t)|>u\right\} \leqslant 2 \tilde{A}(u, \theta)$ for all $0<\theta<1$ and $u>\frac{2 \tilde{I}\left(\theta \varepsilon_{0}\right)}{\theta(1-\theta)}$, where

$$
\begin{gathered}
\tilde{A}(u, \theta)=\exp \left\{-\frac{1}{2 \varepsilon_{0}^{2}}\left(u(1-\theta)-\frac{2}{\theta} \tilde{I}\left(\theta \varepsilon_{0}\right)\right)^{2}\right\}, \\
\varepsilon_{0}=\sup _{t \in \mathbb{T}}\left(\mathbb{E}|X(t)|^{2}\right)^{\frac{1}{2}}, \\
\tilde{I}(v)=\int_{0}^{v}\left(\ln \left(\frac{T}{2 \sigma^{(-1)}(\varepsilon)}+1\right)\right)^{\frac{1}{2}} d \varepsilon .
\end{gathered}
$$

The Theorem 3.8 is a particular case of the Theorem 1.8 from the [29]. Theorem 3.9. Let in model $\hat{X}(t, x)$ the split $L$ be such that when $q>$ $\frac{2 \tilde{I}\left(\theta \varepsilon_{0}\right)}{\theta(1-\theta)}, 0<\theta<1$ the following relationship takes place

$$
2 \exp \left\{-\frac{1}{2 \varepsilon_{0}^{2}}\left(q(1-\theta)-\frac{2}{\theta} \tilde{I}\left(\theta \varepsilon_{0}\right)\right)^{2}\right\} \leqslant \gamma,
$$

where $\varepsilon_{0}=\sup _{0 \leqslant t \leqslant T} \tau\left(\chi_{M}(t, x)\right)=\sigma_{0}, \chi_{M}(t, x)$ is defined in (3.7) and let $\tilde{I}\left(\theta \varepsilon_{0}\right) \leqslant \hat{I}\left(\theta \varepsilon_{0}\right)$, where

$$
\hat{I}\left(\theta \varepsilon_{0}\right)=\int_{0}^{\theta \varepsilon_{0}} \sqrt{\ln \left(\frac{T}{2}\left(\exp \left\{\left(\frac{C_{1}}{\varepsilon}\right)^{\frac{1}{\delta}}\right\}-1\right)+1\right)} d \varepsilon
$$

$C_{1}$ represented by the formula (3.10), $\frac{1}{2}<\alpha \leqslant 1, \frac{\alpha}{\delta} \leqslant 1, \delta>0,0<\beta \leqslant 1$ and $\nu>\frac{1}{2}$.

Then the model $\hat{X}(t, x)$ approximates Gaussian stochastic field $X(t, x)$ with a given reliability $1-\gamma, 0<\gamma<1$ and accuracy $q>0$ in the space $C(\mathbb{T})$.

Proof. According to the Theorem 3.8 if $q>\frac{2 \tilde{I}\left(\theta \varepsilon_{0}\right)}{\theta(1-\theta)}, 0<\theta<1$ then for
$\chi_{M}(t, x)$ the following inequality holds

$$
\begin{gathered}
\mathbf{P}\left\{\sup _{t \in \mathbb{T}}\left|\chi_{M}(t, x)\right|>q\right\} \leqslant 2 \exp \left\{-\frac{1}{2 \varepsilon_{0}^{2}}\left(q(1-\theta)-\frac{2}{\theta} \tilde{I}\left(\theta \varepsilon_{0}\right)\right)^{2}\right\}, \\
\text { де } \tilde{I}\left(\theta \varepsilon_{0}\right)=\int_{0}^{\theta \varepsilon_{0}}\left(\ln \left(\frac{T}{2 \sigma^{(-1)}(\varepsilon)}+1\right)\right)^{\frac{1}{2}} d \varepsilon, \sigma(h)=\sup _{\substack{|t-s| \leqslant h \\
|x-y| \leqslant h}} \tau\left(\chi_{M}(t, x)-\chi_{M}(s, y)\right) .
\end{gathered}
$$

From Theorem 3.7 for $\sigma(h)$ we have

$$
\sigma^{(-1)}(h)=\frac{1}{\exp \left\{\left(\frac{C_{1}}{h}\right)^{\frac{1}{\delta}}\right\}-1},
$$

where $\frac{1}{2}<\alpha \leqslant 1, \frac{\alpha}{\delta} \leqslant 1, \delta>0,0<\beta \leqslant 1, \nu>\frac{1}{2}$ and $C_{1}$ is defined as in (3.10), then

$$
\tilde{I}\left(\theta \varepsilon_{0}\right) \leqslant \int_{0}^{\theta \varepsilon_{0}} \sqrt{\ln \left(\frac{T}{2}\left(\exp \left\{\left(\frac{C_{1}}{\varepsilon}\right)^{\frac{1}{\delta}}\right\}-1\right)+1\right)} d \varepsilon=\hat{I}\left(\theta \varepsilon_{0}\right),
$$

that can be made an arbitrarily small at a certain selection $M, \Lambda$ and $N$. Specifically, for a given accuracy and reliability we choose $M$ so that the fifth and sixth terms in the (3.10) were arbitrarily small. Further, considering the resulting value of $M$, we choose $\Lambda$ so that the second and the fourth terms were small in the ratio (3.10). And finally, considering the value of the $M$ and $\Lambda$, we choose $N$ so that one and three terms in the (3.10) were arbitrarily small. It should be noted that with this choice of $M, \Lambda$ and $N$ is an arbitrarily small not only the $C_{1}$, but also $\varepsilon_{0}$, which is defined in the Theorem 3.6. That there exists a partition $L$, for which holds

$$
2 \exp \left\{-\frac{1}{2 \varepsilon_{0}^{2}}\left(q(1-\theta)-\frac{2}{\theta} \tilde{I}\left(\theta \varepsilon_{0}\right)\right)^{2}\right\} \leqslant \gamma .
$$

This, together with the Definition 3.4 means that the constructed model $\hat{X}(t, x)$ approximates $X(t, x)$ with a given reliability $1-\gamma, 0<\gamma<1$ and accuracy $q>0$ in the space $C(\mathbb{T})$.

Example 3.3. Consider the model $\hat{X}(t, x)$ of Gaussian homogeneous and isotropic stochastic field, representation of which is given in (3.5). For this
model we put

$$
F(\lambda)=\left\{\begin{array}{cc}
1-\frac{1}{\lambda^{4}}, & \text { if } \lambda \geqslant 1 \\
0, & \text { if } \lambda<1
\end{array}\right.
$$

We estimate the value $C_{1}$ and $\varepsilon_{0}$. For this, we presents them in the following forms

$$
C_{1}=\left(C_{I}+C_{I I}+C_{I I I}\right)^{\frac{1}{2}}
$$

where

$$
\begin{aligned}
& C_{I}=\frac{4^{3-2 \alpha} \pi^{2 \alpha}}{(2 \alpha-1) M^{2 \alpha-1}}\left(\left(\frac{\delta}{\alpha}\right)^{2 \delta} \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)+(2 T)^{2 \alpha}\left(\frac{\delta}{\beta}\right)^{2 \delta} \int_{0}^{\infty} \lambda^{2 \nu} d F(\lambda)\right)+ \\
& +2^{4-\alpha} T^{2 \alpha} \pi^{2 \alpha} \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda) \sum_{k=M+1}^{\infty} \frac{\left(\ln \left(k^{2}+e^{\delta}\right)\right)^{2 \delta}}{k^{2 \alpha}}, \\
& C_{I I}=9 \cdot 4^{4-2 \alpha} M^{2}\left(\frac{\delta}{\alpha}\right)^{2 \delta}\left(\int_{\Lambda}^{\infty}|\lambda-\Lambda|^{2 \alpha} d F(\lambda)+2^{2 \alpha} \Lambda^{2 \alpha}(F(+\infty)-F(\Lambda))\right)+ \\
& \quad+16 M(F(+\infty)-F(\Lambda)) \sum_{k=1}^{M}\left(\ln \left(k^{2}+e^{\delta}\right)\right)^{2 \delta}, \\
& C_{I I I}=2 \cdot 4^{2(2-\alpha)\left(\frac{\delta}{\alpha}\right)^{2 \delta}\left(\frac{\pi}{2}\right)^{2 \alpha} \frac{M}{2 \alpha-1}\left(2 \alpha-\frac{1}{M^{2 \alpha-1}}\right)\left(\frac{1}{N-1}\right)^{2 \alpha} \times} \\
& \times\left(F(\Lambda)+\left[\left(\frac{3 T}{4}\right)^{2 \alpha}+\left(1+2^{\alpha+1}\right) T^{2 \alpha}+\left(\frac{3 T^{2} \Lambda}{2}\right)^{2 \alpha}\right] \int_{0}^{\Lambda} \lambda^{2 \alpha} d F(\lambda)\right)+4^{4-2 \alpha} T^{2 \alpha} \times \\
& \pi^{2 \alpha} M\left(\sum_{k=1}^{M} \frac{\left(\ln \left(k^{2}+e^{\delta}\right)\right)^{2 \delta}}{k^{2 \alpha}}\right)\left(\frac{\Lambda}{N-1}\right)^{2 \alpha}\left(F(\Lambda)+\left(\frac{3 T}{2}\right)^{2 \alpha} \int_{0}^{\Lambda} \lambda^{2 \alpha} d F(\lambda)\right) .
\end{aligned}
$$

and

$$
\varepsilon_{0}=\left(\varepsilon_{I}+\varepsilon_{I I}+\varepsilon_{I I I}\right)^{\frac{1}{2}}
$$

where

$$
\varepsilon_{I}=\frac{2^{2(1-\alpha)+1} T^{2 \alpha} \pi^{2 \alpha}}{(2 \alpha-1) M^{2 \alpha-1}} \int_{0}^{\infty} \lambda^{2 \alpha} d F(\lambda)
$$

$$
\begin{aligned}
\varepsilon_{I I}=8 M^{2}( & F(+\infty)-F(\Lambda)) \\
\varepsilon_{I I I}=\frac{4^{2(1-\alpha)+1} T^{2 \alpha} \pi^{2 \alpha} M}{2 \alpha-1}(2 \alpha- & \left.\frac{1}{M^{2 \alpha-1}}\right)\left(\frac{\Lambda}{N-1}\right)^{2 \alpha} \times \\
& \times\left(F(\Lambda)+\left(\frac{3 T}{2}\right)^{2 \alpha} \int_{0}^{\Lambda} \lambda^{2 \alpha} d F(\lambda)\right)
\end{aligned}
$$

We choose $\alpha=1, \beta=\frac{1}{2}, \delta=1, \nu=\frac{3}{2}, T=1$, after transformations we obtain

$$
\begin{gathered}
C_{I}=\frac{784 \pi^{2}}{3 M}+16 \pi^{2} \sum_{k=M+1}^{\infty} \frac{\left(\ln \left(k^{2}+e\right)\right)^{2}}{k^{2}}, \\
C_{I I}=\frac{336 M^{2}}{\Lambda^{2}}+\frac{16 M}{\Lambda^{4}} \sum_{k=1}^{M}\left(\ln \left(k^{2}+e\right)\right)^{2} \\
C_{I I I}=8 \pi^{2}(2 M-1)\left(\frac{\Lambda}{N-1}\right)^{2}\left(\frac{9}{2} \Lambda^{2}-\frac{89}{8 \Lambda^{2}}-\frac{1}{\Lambda^{4}}+\frac{61}{8}\right)+ \\
+16 \pi^{2} M\left(\frac{\Lambda}{N-1}\right)\left(\frac{11}{2}-\frac{9}{2 \Lambda^{2}}-\frac{1}{\Lambda^{4}}\right) \sum_{k=1}^{M} \frac{\left(\ln \left(k^{2}+e\right)\right)^{2}}{k^{2}} .
\end{gathered}
$$

Then we choose accuracy and reliability with which our model approximates the stochastic field, namely $q=0,06,1-\gamma=0,99$. In addition, let $\theta=\frac{1}{2}$. Then by the Theorem 3.9 we obtain

$$
2 \exp \left\{-\frac{1}{2 \varepsilon_{0}^{2}}\left(0,06 \cdot \frac{1}{2}-4 \hat{I}\left(\frac{\varepsilon_{0}}{2}\right)\right)^{2}\right\} \leqslant 0,01
$$

where

$$
\begin{aligned}
\hat{I}\left(\frac{\varepsilon_{0}}{2}\right)= & \int_{0}^{\frac{\varepsilon_{0}}{2}} \sqrt{\ln \left(\frac{1}{2}\left(\exp \left\{\left(\frac{C_{1}}{\varepsilon}\right)\right\}-1\right)+1\right)} d \varepsilon= \\
& =\int_{0}^{\frac{\varepsilon_{0}}{2}} \sqrt{\ln \left(\frac{1}{2} \exp \left\{\frac{C_{1}}{\varepsilon}\right\}+\frac{1}{2}\right)} d \varepsilon
\end{aligned}
$$

therefore

$$
2 \exp \left\{-\frac{1}{2 \varepsilon_{0}^{2}}\left(0,03-4 \int_{0}^{\frac{\varepsilon_{0}}{2}} \sqrt{\ln \left(\frac{1}{2} \exp \left\{\frac{C_{1}}{\varepsilon}\right\}+\frac{1}{2}\right)} d \varepsilon\right)^{2}\right\} \leqslant 0,01
$$

By the help of approximate numerical methods, we can obtain, that for $\widehat{C_{1}}=1,99$ and $\widehat{\varepsilon_{0}}=3,91$ this inequality holds, so we obtained

$$
\left(C_{I}+C_{I I}+C_{I I I}\right)^{\frac{1}{2}} \leqslant \widehat{C_{1}}
$$

and

$$
\left(\varepsilon_{I}+\varepsilon_{I I}+\varepsilon_{I I I}\right)^{\frac{1}{2}} \leqslant \widehat{\varepsilon_{0}}
$$

Without decreasing of the generality, we put $C_{I} \leqslant \frac{{\widehat{C_{1}}}^{2}}{3}, C_{I I} \leqslant \frac{{\widehat{C_{1}}}^{2}}{3}$, $C_{I I I} \leqslant \frac{{\widehat{C_{1}}}^{2}}{3}$ and $\varepsilon_{I} \leqslant \frac{{\widehat{\varepsilon_{0}}}^{2}}{3}, \varepsilon_{I I} \leqslant \frac{{\widehat{\varepsilon_{0}}}^{2}}{3}, \varepsilon_{I I I} \leqslant \frac{{\widehat{\varepsilon_{0}}}^{2}}{3}$.

Solving the inequality for $C_{I}$ and $\varepsilon_{I}$ by $M$, we obtain two values for $M$, from these values we select the maximum. Taking into account the found value of $M$ we solve the inequalities for $C_{I I}$ and $\varepsilon_{I I}$ by $\Lambda$ and we select the maximum of them. Substituting the found values for $M$ and $\Lambda$ to the inequalities for $C_{I I I}$ and $\varepsilon_{I I I}$, similarly we find value of $N$.

By using the software package Mathematica, we found that $M=32$, $\Lambda=65, N=69442$. Using these values we can construct a model $\hat{X}(t, x)$ that that approximates Gaussian homogeneous and isotropic field $X(t, x)$ with reliability 0,99 and accuracy 0,06 in the space $C(\mathbb{T})$.


Figure 3.2. The sample path of the model of Gaussian homogeneous and isotropic stochastic field with reliability 0,99 and accuracy 0,06 in $C(\mathbb{T})$.

## Chapter 4

## The estimation of the correlation function of stationary Gaussian process in $L_{2}$ metric.

The estimation of correlation functions of stochastic processes and construction of the criteria for identification of these functions stay an important task in the theory of stochastic processes and fields. Intensive study of these problems is associated with the active use of obtained results in the theory of stochastic processes and in areas where it is used. Criteria for testing of hypothesis about correlation function are based on the estimations for distribution of correlogram deviation from correlation function. Many books are devoted to correlogram-type estimates of the correlation function of a stationary Gaussian process( [7], [28], [90], [144], [141].) Among them the book [19] should be specially mentioned. In this book correlograms of stationary stochastic processes and their main properties are investigated. Correlogram-type estimates are considered also in the works [80], [57], [61], [78].

In this chapter a separable real-valued stationary Gaussian process $\xi(t)$ is considered. The estimates for distribution of correlogram deviation from correlation function of this process in $L_{2}$-metric are obtained. The estimation is carried out by observing one sample path of the process. Sample correlation function or correlogram is used as an estimate.

### 4.1. The estimation of the correlation function of stationary Gaussian process by using correlograms

Assume that $\xi=(\xi(t), t \in[0, T+B], 0<B<\infty)$ is a separable realvalued stationary Gaussian process defined on a probability space $\{\Omega, \mathcal{B}, P\}$, with mean zero and a continuous correlation function

$$
\rho(\tau)=E \xi(t+\tau) \xi(t), \quad 0 \leqslant \tau \leqslant B
$$

(this means that process is continuous in mean square)
By the well-known Belyaev alternative, sample paths of separable stationary continuous in mean square Gaussian process are continuous with probability one on bounded interval or are such that with probability one on any interval $I$

$$
\sup _{t \in I} X(t)=+\infty, \quad \inf _{t \in I} X(t)=-\infty .
$$

So, we can estimate correlation function only in the case, when sample paths of stationary Gaussian process are sample continuous with probability one.

Assume, that sample paths of process $\xi(t)$ are continuous with
probability one on any interval $[\mathbf{0}, \mathbf{T}], \mathbf{T} \geqslant \mathbf{0}$. Necessary and sufficient conditions of this fact are Dudley-Fernique's conditions:
for some $\varepsilon>0$

$$
\int_{0}^{\varepsilon}\left(H_{T}(u)\right)^{1 / 2} d u<\infty
$$

$H_{T}(\varepsilon)$ - metrical entropy of the space $([0, T], \rho)$, where $\rho$ - pseudometric, $\rho(t, s)=\left(E(\xi(t)-\xi(s))^{2}\right)^{1 / 2}$, a $H_{T}(\varepsilon)=\ln N_{T}(\varepsilon)$, where $N_{T}(\varepsilon)$ the minimum number of closed balls of radius $\varepsilon$, which cover $([0, T], \rho)$.

Thus, will assume, that for process $\xi(t)$ Dudley-Fernique's condition holds. We note, that Dudley-Fernique's condition holds if for some $\varepsilon>0$ at sufficiently small $\tau$ one of following condition holds:

$$
E|\xi(t+\tau)-\xi(t)|^{2} \leqslant \frac{1}{|\ln | \tau| |^{1+\varepsilon}}
$$

or

$$
\int_{0}^{\infty} \ln ^{1+\varepsilon}(1+\lambda) d F(\lambda)<\infty, \quad \varepsilon>0
$$

where $F(\lambda)$ - spectral function of stochastic process $\xi$. Latest two inequalities are close to necessary conditions.

Let $\xi(t)$ be a single sample path of the stationary process. Consider sample correlation function or correlogram

$$
\begin{equation*}
\widehat{\rho}_{T}(\tau)=\frac{1}{T} \int_{0}^{T} \xi(t+\tau) \xi(t) d t, \quad T \geqslant 0 \tag{4.1}
\end{equation*}
$$

as an estimate of correlation function $\rho(\tau)$. Since $\rho(\tau)$ is an even function, then only positive $\tau(\tau \geqslant 0)$ will be considered. Under our conditions integral in (4.1) becomes a usual Riemann integral constructed after a single sample path of the process $\xi(t)$, and, as a matter of fact, this integral represents an almost surely continuous process with respect to $\tau$. Therefore the correlogram can be viewed as a continuous in probability stochastic process. This argument enables us to assume that the process $\widehat{\rho}_{T}(\tau)$ is separable.

It is easy to calculate mean for $\widehat{\rho}_{T}(\tau)$ :

$$
E \widehat{\rho}_{T}(\tau)=E\left(\frac{1}{T} \int_{0}^{T} \xi(t+\tau) \xi(t) d t\right)=\frac{1}{T} \int_{0}^{T} E \xi(t+\tau) \xi(t) d t=\rho(\tau)
$$

for each $T>0$ та $\tau \geqslant 0$.
Hence, $\widehat{\rho}_{T}(\tau)$ is an unbiased estimate of $\rho(\tau)$. The accuracy of estimation
is given by the difference $\widehat{\rho}_{T}(\tau)-\rho(\tau)$. Using the Isserlis formula for jointly Gaussian random variables $\xi_{i}, i=1, \ldots, 4, E \xi_{i}=0$ :

$$
\begin{equation*}
E \xi_{1} \xi_{2} \xi_{3} \xi_{4}=E \xi_{1} \xi_{2} E \xi_{3} \xi_{4}+E \xi_{1} \xi_{3} E \xi_{2} \xi_{4}+E \xi_{1} \xi_{4} E \xi_{2} \xi_{3} \tag{4.2}
\end{equation*}
$$

we can calculate $D \widehat{\rho}_{T}(\tau)$ :

$$
\begin{gathered}
D \widehat{\rho}_{T}(\tau)=E\left(\widehat{\rho}_{T}(\tau)-\rho(\tau)\right)^{2}=E\left(\widehat{\rho}_{T}(\tau)\right)^{2}-\rho^{2}(\tau)= \\
=E\left(\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T} \xi(t+\tau) \xi(t) \xi(s+\tau) \xi(s) d t d s\right)-\rho^{2}(\tau)= \\
=\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T}[E \xi(t+\tau) \xi(t) E \xi(s+\tau) \xi(s)+E \xi(t+\tau) \xi(s+\tau) E \xi(t) \xi(s)+ \\
=\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T}\left[\rho^{2}(\tau)+\rho^{2}(t-s)+\rho(t-s+\tau) \rho(t-s-\tau)\right] d t d s-\rho^{2}(\tau)= \\
=\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T}\left[\rho^{2}(t-s)+\rho(t-s+\tau) \rho(t-s-\tau)\right] d t d s
\end{gathered}
$$

Consider the difference $\zeta(\tau)=\widehat{\rho}_{T}(\tau)-\rho(\tau)$.
Lemma 4.1. For any $\tau \geqslant 0 \zeta(\tau)$ is square Gaussian random variable.
Proof. Since $\widehat{\rho}_{T}(\tau)$ is a mean square limit of integral sums of the type $\frac{1}{T} \sum_{k} \xi\left(t_{k}+\tau\right) \xi\left(t_{k}\right) \Delta t_{k}$, and each integral sum is quadratic form of Gaussian random vectors, then $\zeta(\tau)$ is square Gaussian random variable for any $\tau \geqslant 0$. Therefore, $\zeta(\tau)$ is square Gaussian stochastic process.

Consider random variable $\eta=\int_{0}^{B}\left(\widehat{\rho}_{T}(\tau)-\rho(\tau)\right)^{2} d \tau$, $0<B<\infty$. We can calculate $E \eta$ :

$$
\begin{gathered}
E \eta=E \int_{0}^{B}\left(\widehat{\rho}_{T}(\tau)-\rho(\tau)\right)^{2} d \tau= \\
=\frac{1}{T^{2}} \int_{0}^{B} \int_{0}^{T} \int_{0}^{T}\left[\rho^{2}(t-s)+\rho(t-s+\tau) \rho(t-s-\tau)\right] d t d s d \tau= \\
=\frac{2}{T^{2}} \int_{0}^{B} \int_{0}^{T}(T-u)\left[\rho^{2}(u)+\rho(u+\tau) \rho(u-\tau)\right] d u d \tau
\end{gathered}
$$

Since $\eta$ is a mean square limit of integral sums $\sum_{k} \zeta^{2}\left(\tau_{k}\right) \Delta \tau_{k}$, where $\zeta\left(\tau_{k}\right)$ is square Gaussian random variable, then the next theorem holds.
Theorem 4.1. For the estimate $\widehat{\rho}_{T}(\tau)$ of correlation function $\rho(\tau)$ stationary Gaussian process $\xi=\{\xi(t), t \in[0, B+T]\}$ the following inequalities hold

$$
\begin{equation*}
P\left\{\int_{0}^{B}\left(\widehat{\rho}_{T}(\tau)-\rho(\tau)\right)^{2} d \tau>x \int_{0}^{B} D \widehat{\rho}_{T}(\tau) d \tau\right\} \geqslant 1-g(u) \exp \left\{\frac{u^{2} x}{2}\right\} \tag{4.3}
\end{equation*}
$$

for $u>0,0<x<-\frac{2 \ln g(u)}{u^{2}}$, where $g(u)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} \exp \left\{-\frac{s^{2}}{2}\right\} \frac{d s}{\left(1+s^{2} u^{2}\right)^{\frac{1}{4}}}$ and

$$
\begin{equation*}
P\left\{\int_{0}^{B}\left(\widehat{\rho}_{T}(\tau)-\rho(\tau)\right)^{2} d \tau>y \int_{0}^{B} D \widehat{\rho}_{T}(\tau) d \tau\right\} \leqslant \frac{2^{\frac{1}{4}} y^{\frac{1}{4}}}{\operatorname{ch}\left(\sqrt{\frac{y}{2}}-\frac{1}{2}\right)} \tag{4.4}
\end{equation*}
$$

for $y>\frac{1}{2}$.
Proof. The proof is immediate by theorem 1.3, corollary 1.5 and previous lemma.

Remark 4.1. Theorem 4.1 enable us to construct confidence sets for correlation function of stationary Gaussian process $\xi(t)$.
Let $H$ be the hypothesis that for $0 \leqslant \tau \leqslant B$ the correlation function of separable real-valued stationary Gaussian process $\xi$ equals $\rho(\tau)$. As an estimator for $\rho(\tau)$ we choose $\widehat{\rho}_{T}(\tau)$. To test the hypothesis $H$ one can use the following criterion.
Criterion 4.1. For given level of confidence $\alpha, 0<\alpha<1$, we can find such positive $x_{\alpha}$ and $y_{\alpha}$, that

$$
s\left(x_{\alpha}, u\right)+f\left(y_{\alpha}\right)=\alpha
$$

where
$s(x, u)=g(u) \exp \left\{\frac{u^{2} x}{2}\right\}, u>0, f(x)=\frac{2^{\frac{1}{4}} x^{\frac{1}{4}}}{\operatorname{ch}\left(\sqrt{\frac{x}{2}}-\frac{1}{2}\right)}$.
The hypothesis $H$ is accepted if

$$
x_{\alpha}<\frac{\int_{0}^{B}\left(\widehat{\rho}_{T}(\tau)-\rho(\tau)\right)^{2} d \tau}{E \int_{0}^{B}\left(\widehat{\rho}_{T}(\tau)-\rho(\tau)\right)^{2} d \tau}<y_{\alpha}
$$

and hypothesis is rejected otherwise.

Remark 4.2. The probability of the first type's error does not exceed $\alpha$ when we use this criterion.

Remark 4.3. For given $\alpha$, we can choose $x_{\alpha}$ and $y_{\alpha}$ in the following way. Since

$$
P\left\{x_{\alpha} \leqslant \frac{\eta}{E \eta} \leqslant y_{\alpha}\right\} \geqslant 1-\alpha
$$

then

$$
P\left\{\frac{\eta}{E \eta} \bar{\epsilon}\left[x_{\alpha}, y_{\alpha}\right]\right\} \leqslant \alpha .
$$

The latter inequality holds if

$$
P\left\{\frac{\eta}{E \eta} \leqslant t x_{\alpha}\right\} \leqslant \alpha \gamma \quad \text { and } \quad P\left\{\frac{\eta}{E \eta} \geqslant y_{\alpha}\right\} \leqslant \alpha(1-\gamma)
$$

where $0<\gamma<1$. This means that $x_{\alpha}$ and $y_{\alpha}$ we can find from equations

$$
\begin{gathered}
g(u) \exp \left\{\frac{u^{2} x_{\alpha}}{2}\right\}=\alpha \gamma, \\
\frac{2^{\frac{1}{4}} y_{\alpha}^{\frac{1}{4}}}{\operatorname{ch}\left(\sqrt{\frac{y_{\alpha}}{2}}-\frac{1}{2}\right)}=\alpha(1-\gamma) .
\end{gathered}
$$

It should be noted, that in this case $x_{\alpha}(\gamma)$ and $y_{\alpha}(\gamma)$ depend on $\gamma$. So, choice of $\gamma(0<\gamma<1)$ will enable minimize the difference $y_{\alpha}(\gamma)-x_{\alpha}(\gamma)$.
Remark 4.4. Consider the equation

$$
g(u) \exp \left\{\frac{u^{2} x_{\alpha}}{2}\right\}=\alpha
$$

For existence the positive solution

$$
x_{\alpha}=\frac{2 \ln \frac{\alpha}{g(u)}}{u^{2}}
$$

the condition $\ln \frac{\alpha}{g(u)}>0$ should holds, namely $g(u)<\alpha$, then $u<g^{(-1)}(\alpha)$. Such $u$ exist, because $g(u) \longrightarrow 0$ for $u \longrightarrow \infty$. If we denote

$$
u_{\alpha}=g^{(-1)}(\alpha),
$$

then

$$
x_{\alpha}=\sup _{u>u_{\alpha}} \frac{2 \ln \frac{\alpha}{g(u)}}{u^{2}} .
$$

Example 4.1. Let the hipotesis consists in the fact that

$$
\rho(\tau)=A e^{-a|\tau|^{2}}, \quad A, a>0
$$

is the correlation function of stationary Gaussian stochastic process with mean zero. To test the hipotesis we can use criterion 4.1, where estimate $\widehat{\rho}_{T}(\tau)$ is defined in (4.1).

We would like to calculate $E \int_{0}^{B}\left(\widehat{\rho}_{T}(\tau)-\rho(\tau)\right)^{2} d \tau$, where $0<B<\infty$ for this case.

$$
\begin{aligned}
& E \int_{0}^{B}\left(\widehat{\rho}_{T}(\tau)-\rho(\tau)\right)^{2} d \tau=\frac{2 B}{T^{2}} \int_{0}^{T}(T-u) \rho^{2}(u) d u+ \\
& \frac{2}{T^{2}} \int_{0}^{B} \int_{0}^{T}(T-u) \rho(u+\tau) \rho(u-\tau) d u d \tau=I_{1}+I_{2} .
\end{aligned}
$$

Taking into account that

$$
\begin{aligned}
& \int_{0}^{T} e^{-2 a u^{2}} d u=\frac{1}{2 \sqrt{a}} \int_{0}^{2 T \sqrt{a}} e^{-\frac{t^{2}}{2}} d t=\sqrt{\frac{\pi}{2 a}} \Phi(2 T \sqrt{a}), \\
& \int_{0}^{T} u e^{-2 a u^{2}} d u=-\frac{1}{4 a} \int_{0}^{-2 a T^{2}} e^{t} d t=\frac{1}{4 a}\left(1-e^{-2 a T^{2}}\right),
\end{aligned}
$$

where $\Phi(x)=\frac{1}{\sqrt{2 \pi}} \int_{0}^{x} e^{-\frac{t^{2}}{2}} d t$, we obtain

$$
\begin{gathered}
I_{1}=\frac{2 B A^{2}}{T^{2}}\left[T \sqrt{\frac{\pi}{2 a}} \Phi(2 T \sqrt{a})+\frac{1}{4 a}\left(e^{-2 a T^{2}}-1\right)\right], \\
I_{2}=\frac{2 A^{2}}{T^{2}} \sqrt{\frac{\pi}{2 a}} \Phi(2 B \sqrt{a})\left[T \sqrt{\frac{\pi}{2 a}} \Phi(2 T \sqrt{a})+\frac{1}{4 a}\left(e^{-2 a T^{2}}-1\right)\right]
\end{gathered}
$$

Thus,

$$
I_{1}+I_{2}=\frac{2 A^{2}}{T^{2}}\left(B+\sqrt{\frac{\pi}{2 a}} \Phi(2 B \sqrt{a})\right)\left(T \sqrt{\frac{\pi}{2 a}} \Phi(2 T \sqrt{a})+\frac{1}{4 a}\left(e^{-2 T^{2}}-1\right)\right) .
$$

Example 4.2. Let the hipotesis consists in the fact that

$$
\rho(\tau)=A e^{-a|\tau|}, \quad A, a>0 .
$$

is the correlation function of stationary Gaussian stochastic process with mean zero. To test the hipotesis we can use criterion 4.1, where estimate $\widehat{\rho}_{T}(\tau)$ is defined in (4.1).

Let us calculate
$E \int_{0}^{B}\left(\widehat{\rho}_{T}(\tau)-\rho(\tau)\right)^{2} d \tau$, where $0<B<\infty$.

$$
\begin{aligned}
& E \int_{0}^{B}\left(\widehat{\rho}_{T}(\tau)-\rho(\tau)\right)^{2} d \tau=\frac{2 B}{T^{2}} \int_{0}^{T}(T-u) \rho^{2}(u) d u+ \\
& \frac{2}{T^{2}} \int_{0}^{B} \int_{0}^{T}(T-u) \rho(u+\tau) \rho(u-\tau) d u d \tau=I_{1}+I_{2}
\end{aligned}
$$

Since

$$
\begin{gathered}
\int_{0}^{T} e^{-2 a u} d u=\frac{1}{2 a}\left(1-e^{-2 a T}\right) \\
\int_{0}^{T} u e^{-2 a u} d u=-\frac{T}{2 a} e^{-2 a T}+\frac{1}{4 a^{2}}\left(1-e^{-2 a T}\right) \\
\int_{0}^{B} \int_{0}^{T} A^{2} e^{-a|u+\tau|} e^{-a|u-\tau|} d u d \tau=A^{2} \int_{0}^{B}\left(\int_{0}^{\tau} e^{-2 a \tau} d u+\int_{\tau}^{T} e^{-2 a u} d u\right) d \tau
\end{gathered}
$$

we will have

$$
\begin{gathered}
I_{1}=\frac{2 B A^{2}}{T^{2}}\left[\frac{T}{2 a}\left(1-e^{-2 a T}\right)-\frac{1}{4 a^{2}}\left(1-e^{-2 a T}\right)-\frac{T}{2 a} e^{-2 a T}\right] \\
I_{2}=\frac{2 A^{2}}{T^{2}}\left[\left(1-e^{-2 a B}\right)\left(\frac{T}{2 a^{2}}-\frac{3}{8 a^{3}}\right)+\right. \\
\left.+e^{-2 a B}\left(\frac{B T}{2 a}+\frac{B^{2}}{4 a}+\frac{B}{4 a^{2}}\right)+\frac{B}{4 a^{2}} e^{-2 a T}\right]
\end{gathered}
$$

So

$$
\begin{aligned}
& I_{1}+I_{2}=\frac{2 A^{2}}{T^{2}}\left[\frac{B}{a}\left(\frac{1}{2 a}-T\right) e^{-2 a T}+\frac{B^{2}}{4 a} e^{-2 a B}-\frac{1}{4 a^{3}}\left(1-e^{-2 a B}\right) \times\right. \\
&\left.\left(32-2 T a+2 a^{2} B T+B a\right)\right]
\end{aligned}
$$

### 4.2. The estimation of the correlation function of stationary Gaussian process when its value is known only in a finite set of points

During statistical processing of the results the estimate $\widehat{\rho}_{T}(\tau)$ can be obtained only approximately.

Assume that $\xi=(\xi(t), t \in[0, T+B], 0<B<\infty)$ is a separable realvalued stationary Gaussian process defined on a probability space $\{\Omega, \mathcal{B}, P\}$, with mean zero and correlation function

$$
\rho(\tau)=E \xi(t+\tau) \xi(t), \quad 0 \leqslant \tau \leqslant B
$$

Assume also that we know the value of this process in points $t_{i}=\frac{i T}{n}$, $i=0,1, \ldots, n, n \in \mathbb{N}, \Delta t_{i}=\frac{T}{n}$.

Consider

$$
\begin{equation*}
\widehat{\rho}_{T, n}(\tau)=\frac{1}{T} \sum_{i=0}^{n-1} \xi\left(t_{i}+\tau\right) \xi\left(t_{i}\right) \Delta t_{i}=\frac{1}{n} \sum_{i=0}^{n-1} \xi\left(\frac{i T}{n}+\tau\right) \xi\left(\frac{i T}{n}\right) \tag{4.5}
\end{equation*}
$$

as an estimate of correlation function $\rho(\tau)$. where $\xi\left(t_{i}\right)$ and $\xi\left(t_{i}+\tau\right)$ are known values of this process, $t_{i}=\frac{i T}{n}, i=0,1, \ldots, n, n \in \mathbb{N}, \Delta t_{i}=\frac{T}{n}$.

It is easy to calculate that $\widehat{\rho}_{T, n}(\tau)$ is unbiased estimate of $\rho(\tau)$ :

$$
E \widehat{\rho}_{T, n}(\tau)=E\left(\frac{1}{n} \sum_{i=0}^{n-1} E \xi\left(\frac{i T}{n}+\tau\right) \xi\left(\frac{i T}{n}\right)\right)=\frac{1}{n} \sum_{i=0}^{n-1} \rho(\tau)=\rho(\tau) .
$$

Using the Isserlis formula (4.2), we obtain

$$
\begin{gathered}
D \widehat{\rho}_{T, n}(\tau)=E\left(\widehat{\rho}_{T, n}(\tau)-\rho(\tau)\right)^{2}=E \widehat{\rho}_{T, n}^{2}(\tau)-\rho^{2}(\tau)= \\
=E\left(\frac{1}{n^{2}} \sum_{i=0}^{n-1} \sum_{j=0}^{n-1} \xi\left(\frac{i T}{n}+\tau\right) \xi\left(\frac{i T}{n}\right) \xi\left(\frac{j T}{n}+\tau\right) \xi\left(\frac{j T}{n}\right)\right)-\rho^{2}(\tau)= \\
=\frac{1}{n^{2}} \sum_{i=0}^{n-1} \sum_{j=0}^{n-1}\left[E \xi\left(\frac{i T}{n}+\tau\right) \xi\left(\frac{i T}{n}\right) E \xi\left(\frac{j T}{n}+\tau\right) \xi\left(\frac{j T}{n}\right)+\right. \\
+E \xi\left(\frac{i T}{n}+\tau\right) \xi\left(\frac{j T}{n}+\tau\right) E \xi\left(\frac{i T}{n}\right) \xi\left(\frac{j T}{n}\right)+ \\
\left.+E \xi\left(\frac{i T}{n}+\tau\right) \xi\left(\frac{j T}{n}\right) E \xi\left(\frac{i T}{n}\right) \xi\left(\frac{j T}{n}+\tau\right)\right]-\rho^{2}(\tau)=
\end{gathered}
$$

$=\frac{1}{n^{2}} \sum_{i=0}^{n-1} \sum_{j=0}^{n-1}\left[\rho^{2}(\tau)+\rho^{2}\left(\frac{(i-j) T}{n}\right)+\rho\left(\frac{(i-j) T}{n}+\tau\right) \rho\left(\frac{(i-j) T}{n}-\tau\right)\right]-$
$-\rho^{2}(\tau)=\frac{1}{n^{2}} \sum_{i=0}^{n-1} \sum_{j=0}^{n-1}\left[\rho^{2}\left(\frac{(i-j) T}{n}\right)+\rho\left(\frac{(i-j) T}{n}+\tau\right) \rho\left(\frac{(i-j) T}{n}-\tau\right)\right]$.
It is easy to see, that $\widehat{\rho}_{T, n}(\tau)$ is is quadratic form of Gaussian random vectors, therefore $\zeta(\tau)=\widehat{\rho}_{T, n}(\tau)-\rho(\tau), \tau \geqslant 0$ is square Gaussian stochastic process.

Consider $\eta=\int_{0}^{B}\left(\widehat{\rho}_{T, n}(\tau)-\rho(\tau)\right)^{2} d \tau, B>0 . E \eta$ can be calculated on the following way:

$$
\begin{gathered}
E \eta=E \int_{0}^{B}\left(\widehat{\rho}_{T, n}(\tau)-\rho(\tau)\right)^{2} d \tau= \\
=\frac{1}{n^{2}} \int_{0}^{B} \sum_{i=0}^{n-1} \sum_{j=0}^{n-1}\left[\rho^{2}\left(\frac{(i-j) T}{n}\right)+\rho\left(\frac{(i-j) T}{n}+\tau\right) \rho\left(\frac{(i-j) T}{n}-\tau\right)\right] d \tau= \\
=\frac{B}{n^{2}} \sum_{i=0}^{n-1} \sum_{j=0}^{n-1} \rho^{2}\left(\frac{(i-j) T}{n}\right)+\frac{1}{n^{2}} \int_{0}^{B}\left[\sum_{i=0}^{n-1} \sum_{j=0}^{n-1} \rho\left(\frac{(i-j) T}{n}+\tau\right) \times\right. \\
\left.\times \rho\left(\frac{(i-j) T}{n}-\tau\right)\right] d \tau .
\end{gathered}
$$

Theorem 4.2. For the estimate $\widehat{\rho}_{T, n}(\tau)$ of correlation function $\rho(\tau)$ stationary Gaussian process $\xi$ the following inequalities hold

$$
\begin{equation*}
P\left\{\int_{0}^{B}\left(\widehat{\rho}_{T, n}(\tau)-\rho(\tau)\right)^{2} d \tau>x \int_{0}^{B} D \widehat{\rho}_{T, n}(\tau) d \tau\right\} \geqslant 1-g(u) \exp \left\{\frac{u^{2} x}{2}\right\} \tag{4.6}
\end{equation*}
$$

for $u>0,0<x<-\frac{2 \ln g(u)}{u^{2}}$, where $g(u)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} \exp \left\{-\frac{s^{2}}{2}\right\} \frac{d s}{\left(1+s^{2} u^{2}\right)^{\frac{1}{4}}}$ and

$$
\begin{equation*}
P\left\{\int_{0}^{B}\left(\widehat{\rho}_{T, n}(\tau)-\rho(\tau)\right)^{2} d \tau>y \int_{0}^{B} D \widehat{\rho}_{T, n}(\tau) d \tau\right\} \leqslant \frac{2^{\frac{1}{4}} y^{\frac{1}{4}}}{\operatorname{ch}\left(\sqrt{\frac{y}{2}}-\frac{1}{2}\right)} \tag{4.7}
\end{equation*}
$$

for $y>\frac{1}{2}$.
Proof. The proof is immediate by theorem 1.3, corollary 1.5 and previous calculations.

Remark 4.5. Theorem 4.2 enable us to construct confidence sets for correlation function of stationary Gaussian process $\xi(t)$.
Let $H$ be the hypothesis that for $0 \leqslant \tau \leqslant B$ the correlation function of separable real-valued stationary Gaussian process $\xi$ equals $\rho(\tau)$. As an estimator for $\rho(\tau)$ we choose $\widehat{\rho}_{T, n}(\tau)$. To test the hypothesis $H$ one can use the following criterion.
Criterion 4.2. For given level of confidence $\alpha, 0<\alpha<1$, we can find such positive $x_{\alpha}$ and $y_{\alpha}$, that

$$
s\left(x_{\alpha}, u\right)+f\left(y_{\alpha}\right)=\alpha,
$$

where
$s(x, u)=g(u) \exp \left\{\frac{u^{2} x}{2}\right\}, u>0, f(x)=\frac{2^{\frac{1}{4}} x^{\frac{1}{4}}}{\operatorname{ch}\left(\sqrt{\frac{x}{2}}-\frac{1}{2}\right)}$.
The hypothesis $H$ is accepted if

$$
x_{\alpha}<\frac{\int_{0}^{B}\left(\widehat{\rho}_{T, n}(\tau)-\rho(\tau)\right)^{2} d \tau}{E \int_{0}^{B}\left(\widehat{\rho}_{T, n}(\tau)-\rho(\tau)\right)^{2} d \tau}<y_{\alpha}
$$

and hypothesis is rejected otherwise.

### 4.3. The estimation of the correlation function of stationary noncentered Gaussian process by using correlograms

Assume that $\xi=(\xi(t), t \in[0, T+B], 0<B<\infty)$ is a separable realvalued stationary Gaussian process defined on a probability space $\{\Omega, \mathcal{B}, P\}$, with $E \xi(t)=m$ and correlation function

$$
r(\tau)=E(\xi(t+\tau)-m)(\xi(t)-m), \quad \tau \geqslant 0 .
$$

Suppose, that we know observation of one sample path of the process.
As an estimate of correlation function $\rho(\tau)$ we consider

$$
\begin{equation*}
\widehat{r}_{T}(\tau)=\frac{1}{T} \int_{0}^{T}\left(\xi(t+\tau)-\widehat{m}_{\tau}\right)(\xi(t)-\widehat{m}) d t, \quad 0 \leqslant \tau \leqslant B, \tag{4.8}
\end{equation*}
$$

where $\widehat{m}$ and $\widehat{m}_{\tau}$ are the estimates for process's mean that are defined as following

$$
\widehat{m}=\frac{1}{T} \int_{0}^{T} \xi(t) d t
$$

$$
\widehat{m}_{\tau}=\frac{1}{T} \int_{0}^{T} \xi(t+\tau) d t
$$

Since $r(\tau)=E(\xi(t+\tau)-m)(\xi(t)-m)=E \xi(t+\tau) \xi(t)-m^{2}$, then $E \xi(t+\tau) \xi(t)=r(\tau)+m^{2}$ and the following equalities are correct:

$$
\begin{gathered}
E \widehat{m}_{\tau} \xi(t)=\frac{1}{T} \int_{0}^{T} E \xi(s+\tau) \xi(t) d s=\frac{1}{T} \int_{0}^{T} r(s-t+\tau) d s+m^{2} \\
E \widehat{m} \xi(t)=\frac{1}{T} \int_{0}^{T} E \xi(s) \xi(t) d s=\frac{1}{T} \int_{0}^{T} r(s-t) d s+m^{2} \\
E \widehat{m}_{\tau} \xi(t+\tau)=\frac{1}{T} \int_{0}^{T} E \xi(s+\tau) \xi(t+\tau) d s=\frac{1}{T} \int_{0}^{T} r(s-t) d s+m^{2} \\
E \widehat{m} \xi(t+\tau)=\frac{1}{T} \int_{0}^{T} E \xi(s) \xi(t+\tau) d s=\frac{1}{T} \int_{0}^{T} r(s-t-\tau) d s+m^{2} \\
E \widehat{m}_{\tau} \widehat{m}=\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T} E \xi(s+\tau) \xi(y) d s d y=\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T} r(s-y+\tau) d s d y+m^{2} \\
E \widehat{m}_{\tau}^{2}=\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T} E \xi(s+\tau) \xi(y+\tau) d s d y=\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T} r(s-y) d s d y+m^{2} \\
E \widehat{m}^{2}=\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T} E \xi(s) \xi(y) d s d y=\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T} r(s-y) d s d y+m^{2}
\end{gathered}
$$

We will use these results further. Let us calculate $E \widehat{r}_{T}(\tau)$.

$$
\begin{gathered}
E \widehat{r}_{T}(\tau)=\frac{1}{T} \int_{0}^{T} E\left(\xi(t+\tau) \xi(t)-\widehat{m} \xi(t+\tau)-\widehat{m}_{\tau} \xi(t)+\widehat{m}_{\tau} \widehat{m}\right) d t= \\
=\frac{1}{T} \int_{0}^{T}\left[E \xi(t+\tau) \xi(t)-E \widehat{m} \xi(t+\tau)-E \widehat{m}_{\tau} \xi(t)+E \widehat{m}_{\tau} \widehat{m}\right] d t= \\
=r(\tau)+m^{2}-\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T} r(s-t-\tau) d s d t-m^{2}-\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T} r(s-t+\tau) d s d t-m^{2}+ \\
+\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T} r(s-y+\tau) d s d y+m^{2}=r(\tau)-\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T} r(s-t-\tau) d s d t
\end{gathered}
$$

Hence, $\widehat{r}_{T}(\tau)$ is biased estimate for function $r(\tau)$.
Consider

$$
\widetilde{r}_{T}(\tau)=\widehat{r}_{T}(\tau)+\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T} r(s-t-\tau) d s d t
$$

$\widetilde{r}_{T}(\tau)$ is unbiased estimate for $r(\tau)$, because $E \widetilde{r}_{T}(\tau)=r(\tau)$.

$$
D \widetilde{r}_{T}(\tau)=D \widehat{r}_{T}(\tau)=E \widehat{r}_{T}^{2}(\tau)-\left(r(\tau)-\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T} r(s-t-\tau) d s d t\right)^{2}
$$

We denote $a(\tau)=\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T} r(t-s+\tau) d t d s$. Since $r(\tau)$ is an even function, then $r(\tau)=r(-\tau)$. Therefore

$$
D \widehat{r}_{T}(\tau)=E \widehat{r}_{T}^{2}(\tau)-(r(\tau)-a(\tau))^{2} .
$$

Let us calculate $E \widehat{r}_{T}^{2}(\tau)$.

$$
\begin{gathered}
=E\left(\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T}\left(\xi(t+\tau)-\widehat{m}_{\tau}\right)(\xi(t)-\widehat{m})\left(\xi(u+\tau)-\widehat{m}_{\tau}\right)(\xi(u)-\widehat{m}) d t d u\right)= \\
=\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T}\left[E\left(\xi(t+\tau)-\widehat{m}_{\tau}\right)(\xi(t)-\widehat{m}) E\left(\xi(u+\tau)-\widehat{m}_{\tau}\right)(\xi(u)-\widehat{m})+\right. \\
\quad+E\left(\xi(t+\tau)-\widehat{m}_{\tau}\right)\left(\xi(u+\tau)-\widehat{m}_{\tau}\right) E(\xi(t)-\widehat{m})(\xi(u)-\widehat{m})+ \\
\left.+E\left(\xi(t+\tau)-\widehat{m}_{\tau}\right)(\xi(u)-\widehat{m}) E(\xi(t)-\widehat{m})\left(\xi(u+\tau)-\widehat{m}_{\tau}\right)\right] d t d u= \\
=\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T}\left[I_{1}+I_{2}+I_{3}\right] d t d u
\end{gathered}
$$

where

$$
\begin{gathered}
I_{1}=E\left(\xi(t+\tau)-\widehat{m}_{\tau}\right)(\xi(t)-\widehat{m}) E\left(\xi(u+\tau)-\widehat{m}_{\tau}\right)(\xi(u)-\widehat{m})= \\
=\left[(r(\tau)+a(\tau))-\left(\frac{1}{T} \int_{0}^{T} r(s-t-\tau) d s+\frac{1}{T} \int_{0}^{T} r(s-t+\tau) d s\right)\right] \times \\
\times\left[(r(\tau)+a(\tau))-\left(\frac{1}{T} \int_{0}^{T} r(s-u-\tau) d s+\frac{1}{T} \int_{0}^{T} r(s-u+\tau) d s\right)\right]= \\
\quad=(r(\tau)+a(\tau))^{2}-(r(\tau)+a(\tau))\left(\frac{1}{T} \int_{0}^{T} r(s-t-\tau) d s+\right.
\end{gathered}
$$

$$
\begin{aligned}
& \left.+\frac{1}{T} \int_{0}^{T} r(s-t+\tau) d s+\frac{1}{T} \int_{0}^{T} r(s-u-\tau) d s+\frac{1}{T} \int_{0}^{T} r(s-u+\tau) d s\right)+ \\
& +\left(\frac{1}{T} \int_{0}^{T} r(s-t-\tau) d s \frac{1}{T} \int_{0}^{T} r(s-u-\tau) d s+\right. \\
& +\frac{1}{T} \int_{0}^{T} r(s-t-\tau) d s \frac{1}{T} \int_{0}^{T} r(s-u+\tau) d s+ \\
& +\frac{1}{T} \int_{0}^{T} r(s-t+\tau) d s \frac{1}{T} \int_{0}^{T} r(s-u-\tau) d s+ \\
& \left.+\frac{1}{T} \int_{0}^{T} r(s-t+\tau) d s \frac{1}{T} \int_{0}^{T} r(s-u+\tau) d s\right) ; \\
& I_{2}=E\left(\xi(t+\tau)-\widehat{m}_{\tau}\right)\left(\xi(u+\tau)-\widehat{m}_{\tau}\right) E(\xi(t)-\widehat{m})(\xi(u)-\widehat{m})= \\
& =\left[(r(t-u)+a(0))-\left(\frac{1}{T} \int_{0}^{T} r(s-t) d s+\frac{1}{T} \int_{0}^{T} r(s-u) d s\right)\right] \times \\
& \times\left[(r(t-u)+a(0))-\left(\frac{1}{T} \int_{0}^{T} r(s-t) d s+\frac{1}{T} \int_{0}^{T} r(s-u) d s\right)\right]= \\
& =(r(t-u)+a(0))^{2}-2 r(t-u)\left(\frac{1}{T} \int_{0}^{T} r(s-t) d s+\frac{1}{T} \int_{0}^{T} r(s-u) d s\right)- \\
& -2 a(0)\left(\frac{1}{T} \int_{0}^{T} r(s-t) d s+\frac{1}{T} \int_{0}^{T} r(s-u) d s\right)+ \\
& +\left[\left(\frac{1}{T} \int_{0}^{T} r(s-t) d s\right)^{2}+2 \frac{1}{T} \int_{0}^{T} r(s-t) d s \frac{1}{T} \int_{0}^{T} r(s-u) d s+\right. \\
& \left.+\left(\frac{1}{T} \int_{0}^{T} r(s-u) d s\right)^{2}\right] \\
& I_{3}=E\left(\xi(t+\tau)-\widehat{m}_{\tau}\right)(\xi(u)-\widehat{m}) E(\xi(t)-\widehat{m})\left(\xi(u+\tau)-\widehat{m}_{\tau}\right)= \\
& =\left[r(t-u+\tau)-\frac{1}{T} \int_{0}^{T} r(s-t-\tau) d s-\frac{1}{T} \int_{0}^{T} r(s-u+\tau) d s+a(\tau)\right] \times
\end{aligned}
$$

$$
\begin{aligned}
& \times\left[r(t-u-\tau)-\frac{1}{T} \int_{0}^{T} r(s-t+\tau) d s-\frac{1}{T} \int_{0}^{T} r(s-u-\tau) d s+a(\tau)\right]= \\
& =r(t-u+\tau) r(t-u-\tau)-r(t-u+\tau) \frac{1}{T} \int_{0}^{T} r(s-t+\tau) d s- \\
& -r(t-u+\tau) \frac{1}{T} \int_{0}^{T} r(s-u-\tau) d s+r(t-u+\tau) a(\tau)- \\
& -r(t-u-\tau) \frac{1}{T} \int_{0}^{T} r(s-t-\tau) d s+\frac{1}{T} \int_{0}^{T} r(s-t-\tau) d s \frac{1}{T} \int_{0}^{T} r(s-t+\tau) d s+ \\
& \quad+\frac{1}{T} \int_{0}^{T} r(s-t-\tau) d s \frac{1}{T} \int_{0}^{T} r(s-u-\tau) d s-a(\tau) \frac{1}{T} \int_{0}^{T} r(s-t-\tau) d s- \\
& -r(t-u-\tau) \frac{1}{T} \int_{0}^{T} r(s-u+\tau) d s+\frac{1}{T} \int_{0}^{T} r(s-u+\tau) d s \frac{1}{T} \int_{0}^{T} r(s-t+\tau) d s+ \\
& \quad+\frac{1}{T} \int_{0}^{T} r(s-u+\tau) d s \frac{1}{T} \int_{0}^{T} r(s-u-\tau) d s-a(\tau) \frac{1}{T} \int_{0}^{T} r(s-u+\tau) d s+ \\
& +a(\tau) r(t-u-\tau)-a(\tau) \frac{1}{T} \int_{0}^{T} r(s-t+\tau) d s-a(\tau) \frac{1}{T} \int_{0}^{T} r(s-u-\tau) d s+a^{2}(\tau) .
\end{aligned}
$$

Then

$$
\begin{gathered}
\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T}\left[I_{1}+I_{2}+I_{3}\right] d t d u=(r(\tau)-a(\tau))^{2}+ \\
+a^{2}(0)+a^{2}(\tau)+\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T}\left[r^{2}(t-u) d t d u+r(t-u+\tau) r(t-u-\tau) d t d u\right]- \\
-\frac{1}{T^{3}} \int_{0}^{T} \int_{0}^{T} \int_{0}^{T}[2 r(s-t) r(t-u)+r(t-s-\tau) r(t-s+\tau)+ \\
+r(t-s+\tau) r(t-u-\tau)-r(t-s+\tau) r(t-u+\tau)+r(t-u+\tau) r(s-u-\tau)+ \\
+r(t-u-\tau) r(s-u+\tau)-r(t-u-\tau) r(s-u+\tau)] d s d t d u= \\
=\frac{1}{T^{4}}\left[\int_{0}^{T} \int_{0}^{T} r(t-s) d t d s\right]^{2}+\frac{1}{T^{4}}\left[\int_{0}^{T} \int_{0}^{T} r(t-s+\tau) d t d s\right]^{2}+ \\
+\frac{2}{T^{2}} \int_{0}^{T}(T-s)\left[r^{2}(s)+r(s+\tau) r(s-\tau)\right] d s-
\end{gathered}
$$

$$
\begin{gathered}
-\frac{1}{T^{3}} \int_{0}^{T} \int_{0}^{T} \int_{0}^{T}[r(t-s+\tau) r(s-u+\tau)+2 r(t-s) r(s-u)+ \\
+r(t-s-\tau) r(s-u-\tau)] d t d s d u+ \\
+(r(\tau)-a(\tau))^{2}
\end{gathered}
$$

Hence,

$$
\begin{aligned}
& D \widehat{r}_{T}(\tau)= \frac{1}{T^{4}}\left[\int_{0}^{T} \int_{0}^{T} r(t-s) d t d s\right]^{2}+\frac{1}{T^{4}}\left[\int_{0}^{T} \int_{0}^{T} r(t-s+\tau) d t d s\right]^{2}+ \\
& \quad+\frac{2}{T^{2}} \int_{0}^{T}(T-s)\left[r^{2}(s)+r(s+\tau) r(s-\tau)\right] d s- \\
&-\frac{1}{T^{3}} \int_{0}^{T} \int_{0}^{T} \int_{0}^{T}[r(t-s+\tau) r(s-u+\tau)+2 r(t-s) r(s-u)+ \\
&\quad+r(t-s-\tau) r(s-u-\tau)] d t d s d u .
\end{aligned}
$$

Let us show, that $\widehat{r}_{T}(\tau)$ is square Gaussian stochastic process.
Consider a partition $\lambda=\left\{t_{0}=0, t_{1}=\frac{T}{n}, \ldots, t_{k}=\frac{k T}{n}, \ldots, t_{n}=T\right\}$ of the segment $[0, T]$ and replace integrals in $\widehat{r}_{T}(\tau)$ by corresponding integral sums

$$
\widehat{r}_{T, n}(\tau)=\frac{1}{n} \sum_{i=0}^{n-1}\left(\xi\left(t_{i}+\tau\right)-\widehat{m}_{\tau}\right)\left(\xi\left(t_{i}\right)-\widehat{m}\right),
$$

and $\widehat{m}_{\tau}$ with $\widehat{m}$ by integral sums

$$
\widehat{m}_{\tau, n}=\frac{1}{n} \sum_{i=0}^{n-1} \xi\left(\frac{i T}{n}+\tau\right)
$$

and

$$
\widehat{m}_{n}=\frac{1}{n} \sum_{i=0}^{n-1} \xi\left(\frac{i T}{n}\right)
$$

Then

$$
\begin{gathered}
\widehat{r}_{T, n}(\tau)=\frac{1}{n^{3}} \sum_{k=0}^{n-1} \sum_{i=0}^{n-1} \sum_{j=0}^{n-1}\left[\xi\left(\frac{k T}{n}+\tau\right)-\xi\left(\frac{i T}{n}+\tau\right)\right] \times \\
\times\left[\xi\left(\frac{k T}{n}\right)-\xi\left(\frac{j T}{n}\right)\right]=
\end{gathered}
$$

$$
\begin{aligned}
& =\sum_{k=0}^{n-1}\left(\frac{1}{n \sqrt{n}} \sum_{i=0}^{n-1}\left[\xi\left(\frac{k T}{n}+\tau\right)-\xi\left(\frac{i T}{n}+\tau\right)\right]\right) \times \\
\times & \left(\frac{1}{n \sqrt{n}} \sum_{j=0}^{n-1}\left[\xi\left(\frac{k T}{n}\right)-\xi\left(\frac{j T}{n}\right)\right]\right)=\sum_{k=0}^{n-1} \alpha_{k}(\tau) \alpha_{k}(0)
\end{aligned}
$$

where

$$
\alpha_{k}(\tau)=\frac{1}{n \sqrt{n}} \sum_{i=0}^{n-1}\left[\xi\left(\frac{k T}{n}+\tau\right)-\xi\left(\frac{i T}{n}+\tau\right)\right], \quad k=\overline{0, n-1}
$$

Hence,

$$
\widehat{r}_{T, n}(\tau)=\bar{\alpha}^{T}(\tau) \bar{\alpha}(0)
$$

where $\bar{\alpha}(\tau)$ is the centered random vector with components $\alpha_{k}(\tau), k=$ $\overline{0, n-1}$.

Obviously, that $\widehat{r}_{T}(\tau)=$ l.i.m. ${ }_{n \longrightarrow \infty} \widehat{r}_{T, n}(\tau)$. Therefore $\zeta(\tau)=\widehat{r}_{T}(\tau)-$ $E \widehat{r}_{T}(\tau)$ is square Gaussian stochastic process.

Consider $\eta=\int_{0}^{B}\left(\widehat{r}_{T}(\tau)-E \widehat{r}_{T}(\tau)\right)^{2} d \tau, 0<B<\infty$.

$$
\begin{gathered}
E \eta=\int_{0}^{B} E\left(\widehat{r}_{T}(\tau)-E \widehat{r}_{T}(\tau)\right)^{2} d \tau= \\
=\int_{0}^{B}\left(\frac{1}{T^{4}}\left[\int_{0}^{T} \int_{0}^{T} r(t-s) d t d s\right]^{2}+\frac{1}{T^{4}}\left[\int_{0}^{T} \int_{0}^{T} r(t-s+\tau) d t d s\right]^{2}+\right. \\
+\frac{2}{T^{2}} \int_{0}^{T}(T-s)\left[r^{2}(s)+r(s+\tau) r(s-\tau)\right] d s- \\
-\frac{1}{T^{3}} \int_{0}^{T} \int_{0}^{T} \int_{0}^{T}[r(t-s+\tau) r(s-u+\tau)+2 r(t-s) r(s-u)+ \\
+r(t-s-\tau) r(s-u-\tau)] d t d s d u) d \tau
\end{gathered}
$$

Theorem 4.3. For the estimate $\widehat{r}_{T}(\tau)$ of correlation function $r(\tau)$ stationary Gaussian process the following inequalities hold

$$
\begin{equation*}
P\left\{\int_{0}^{B}\left(\widehat{r}_{T}(\tau)-r(\tau)\right)^{2} d \tau>x \int_{0}^{B} D \widehat{r}_{T}(\tau) d \tau\right\} \geqslant 1-g(u) \exp \left\{\frac{u^{2} x}{2}\right\} \tag{4.9}
\end{equation*}
$$

for $u>0,0<x<-\frac{2 \ln g(u)}{u^{2}}$, where $g(u)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} \exp \left\{-\frac{s^{2}}{2}\right\} \frac{d s}{\left(1+s^{2} u^{2}\right)^{\frac{1}{4}}}$ and

$$
\begin{equation*}
P\left\{\int_{0}^{B}\left(\widehat{r}_{T}(\tau)-r(\tau)\right)^{2} d \tau>y \int_{0}^{B} D \widehat{r}_{T}(\tau) d \tau\right\} \leqslant \frac{2^{\frac{1}{4}} y^{\frac{1}{4}}}{\operatorname{ch}\left(\sqrt{\frac{y}{2}}-\frac{1}{2}\right)} \tag{4.10}
\end{equation*}
$$

for $y>\frac{1}{2}$.
Proof. The proof is immediate by theorem 1.3, corollary 1.5 and previous calculations.

Remark 4.6. Theorem 4.3 enable us to construct confidence sets in the space $L_{2}(0, B)$ for correlation function of stationary Gaussian process $\xi(t)$.
Let $H$ be the hypothesis that for $0 \leqslant \tau \leqslant B$ the correlation function of separable real-valued stationary Gaussian process $\xi$ with $E \xi(t)=m$ equals $r(\tau)$. As an estimator $r(\tau)$ we choose $\widehat{r}_{T}(\tau)$. To test the hypothesis $H$ one can use the following criterion.
Criterion 4.3. For given level of confidence $\alpha, 0<\alpha<1$, we can find such positive $x_{\alpha}$ and $y_{\alpha}$, that

$$
s\left(x_{\alpha}, u\right)+f\left(y_{\alpha}\right)=\alpha,
$$

where
$s(x, u)=g(u) \exp \left\{\frac{u^{2} x}{2}\right\}, u>0, f(x)=\frac{2^{\frac{1}{4}} x^{\frac{1}{4}}}{\operatorname{ch}\left(\sqrt{\frac{x}{2}}-\frac{1}{2}\right)}$.
The hypothesis $H$ is accepted if

$$
x_{\alpha}<\frac{\int_{0}^{B}\left(\widehat{r}_{T}(\tau)-r(\tau)\right)^{2} d \tau}{E \int_{0}^{B}\left(\widehat{r}_{T}(\tau)-r(\tau)\right)^{2} d \tau}<y_{\alpha}
$$

and hypothesis is rejected otherwise.
Remark 4.7. Since $\widehat{r}_{T, n}(\tau)$ - is the quadratic form of Gaussian centered random vectors, then $\zeta(\tau)=\widehat{r}_{T, n}(\tau)-E \widehat{r}_{T, n}(\tau)$ is square Gaussian stochastic process for $\tau \geqslant 0$. Therefore, in the case when values of process $\xi(t)$ are known in the points $t_{i}$ and $t_{i}+\tau$, where $t_{i}=\frac{i T}{n}, i=\overline{0, n-1}$, the criterion 4.3 can be used for testing the hypothesis about the correlation function. As an estimate of correlation function in this case $\widehat{r}_{T, n}(\tau)$ must be considered.

## Chapter 5

## Estimation of the covariation function of

## Gaussian stochastic process in the space

$L_{p}(T), p \geqslant 1$.
Estimation of spectral and covariance functions of stochastic processes and criteria construction to identify these characteristics are the matter of active research and topical direction in the theory of stochastic processes. The interest to study of these problems is caused by wide application of the obtained results, in particular for solving different problems in geology and meteorology.

There are several methods to obtain these estimates and to construct criteria for testing hypotheses about the covariance functions. One of these methods is based on Bartlett's asymptotic limit formula (see [9], Brockwell and Davis,1991, Chap. 7). In the papers by Coates and Diggle (1986) [24], Shumway (2006) [122], Choi, Ombao, Ray, (2008) [23], Taheriyoun (2012) [123] the criteria for comparison covariance functions of two stochastic sets were constructed. The criteria in the case of the separable, symmetric or stationary covariance function are obtained in the papers by Scaccia and Martin (2005) [120], Park and Fuentes (2008) [108], Fuentes (2005, 2006) [37], [38] and Lund, Bassily, and Vidakovic (2009) [95]. In the papers by Fan, Zhang, Zhang (2001) [33] and Fan, Zhang (2004) [32] generalised likelihood ratio test for a stationary time series was constructed. Li, Genton and Sherman in the paper [92] proposed a methodology to evaluate the appropriateness of several types of common assumptions on multivariate covariance functions in the spatio-temporal context.

In this chapter another approach is used to construct criteria for testing hypotheses about the covariance function of Gaussian stationary stochastic process. Namely, this criterion is based on the fact, that we can evaluate the deviation of covariance function from its estimators with a given accuracy and reliability in $L_{p}$ metric. In the above-mentioned papers the limit distribution of the estimates was found. Instead, we find such $T$ for which with a given accuracy and reliability the norm of deviation the covariance function and its estimator will be the smallest. Therefore, it is difficult to say which approach is the best. Probabily, we can say that the simultaneous use of the different approaches will be the best.

Similar approaches have been used, for examples, in the papers [11], [20], [47], [61], [80] and in the book [90], where some estimates of covariance functions with given accuracy in uniform metrics were obtained. In the papers [86] and [34] Yu. Kozachenko and T. Fedoryanych constructed criteria for testing hypotheses about covariance function of a stationary

Gaussian process with given reliability and accuracy in the space $L_{2}[0, A]$. To construct the criteria in this paper the estimates are used for the norm of square Gaussian stochastic processes in the space $L_{p}[0, A], p \geqslant 1$, which were obtained in the paper [83] by Yu. Kozachenko and V. Troshki. More detailed information on the theory of square Gaussian random variables can be found in the book [19] and in the paper [81]. In particular, in these manuscripts the properties of the space of square Gaussian random variables were studied and its connection with other spaces of random variables was identified.

In this chapter we have obtained estimates of probability of deviations $\hat{\rho}(\tau)$ from $\rho(\tau)$ in the norm of the space $L_{p}[0, A], p \geqslant 1$. In addition, this chapter deals with the construction of a criterion for testing hypothesis about covariance function of a stationary Gaussian process in the case of unknown mean of the process (see [84]), criteria for testing hypotheses about the covariance functions of Gaussian stationary random process when the values of this process are known only in a finite set of points, criterion for testing hypotheses about the covariance functions of Gaussian random process when available alternative hypothesis and criterion for testing hypotheses about the covariance functions of Gaussian non-stationary stochastic process. In fact, we continue studies initiated in the paper [83].

### 5.1. Estimation of the norm of deviation the covariation function from correlogram.

Consider a measurable stationary Gaussian stochastic process $X$ which is define for any $t \in \mathbb{R}$. Without any loss of generality, we can assume that $X=\{X(t), t \in \mathbb{T}=[0, T+A], 0<T<\infty, 0<A<\infty\}$ and $\mathbf{E} X(t)=0$. The covariance function of this process $\rho(\tau)=\mathbf{E} X(t+\tau) X(t)$ is defined for any $\tau \in \mathbb{R}, \rho(\tau)$ is an even function. Let $\rho(\tau)$ be a function that is continuous on $\mathbb{T}$.
Theorem 5.1. Let correlogram

$$
\begin{equation*}
\hat{\rho}(\tau)=\frac{1}{T} \int_{0}^{T} X(t+\tau) X(t) d t, 0 \leqslant \tau \leqslant A \tag{5.1}
\end{equation*}
$$

be an estimator of the covariance function $\rho(\tau)$. Then the following inequali-
ty holds for all $\varepsilon \geqslant\left(\frac{p}{\sqrt{2}}+\sqrt{\left(\frac{p}{2}+1\right) p}\right)^{p} C_{p}$

$$
P\left\{\int_{0}^{A}(\hat{\rho}(\tau)-\rho(\tau))^{p} d \tau>\varepsilon\right\} \leqslant 2 \sqrt{1+\frac{\varepsilon^{1 / p} \sqrt{2}}{C_{p}^{\frac{1}{p}}}} \exp \left\{-\frac{\varepsilon^{\frac{1}{p}}}{\sqrt{2} C_{p}^{\frac{1}{p}}}\right\}
$$

where $C_{p}=\int_{0}^{A}\left(\frac{2}{T^{2}} \int_{0}^{T}(T-u)\left(\rho^{2}(u)+\rho(u+\tau) \rho(u-\tau)\right) d u\right)^{\frac{p}{2}} d \tau$ and $0<$ $A<\infty$.

Remark 5.1. Since the sample paths of the process $X(t)$ are continuous with probability one on the set $\mathbb{T}, \hat{\rho}(\tau)$ is a Riemann integral.

Proof. Consider

$$
\mathbf{E}(\hat{\rho}(\tau)-\rho(\tau))^{2}=\mathbf{E}(\hat{\rho}(\tau))^{2}-\rho^{2}(\tau)
$$

From the Isserlis equality for jointly Gaussian random variables it follows that

$$
\begin{aligned}
\mathbf{E}(\hat{\rho}(\tau))^{2} & -\rho^{2}(\tau)=\mathbf{E}\left(\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T} X(t+\tau) X(t) X(s+\tau) X(s) d t d s\right)-\rho^{2}(\tau) \\
& =\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T}(\mathbf{E} X(t+\tau) X(t) \mathbf{E} X(s+\tau) X(s)+\mathbf{E} X(t+\tau) X(s+\tau) \\
& \times \mathbf{E} X(t) X(s)+\mathbf{E} X(t+\tau) X(s) \mathbf{E} X(s+\tau) X(t)) d t d s-\rho^{2}(\tau) \\
& =\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T}\left(\rho^{2}(\tau)+\rho^{2}(t-s)+\rho(t-s+\tau) \rho(t-s-\tau)\right) d t d s-\rho^{2}(\tau) \\
& =\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T}\left(\rho^{2}(t-s)+\rho(t-s+\tau) \rho(t-s-\tau)\right) d t d s \\
& =\frac{2}{T^{2}} \int_{0}^{T}(T-u)\left(\rho^{2}(u)+\rho(u+\tau) \rho(u-\tau)\right) d u
\end{aligned}
$$

We obtained that

$$
\begin{equation*}
\mathbf{E}(\hat{\rho}(\tau)-\rho(\tau))^{2}=\frac{2}{T^{2}} \int_{0}^{T}(T-u)\left(\rho^{2}(u)+\rho(u+\tau) \rho(u-\tau)\right) d u . \tag{5.2}
\end{equation*}
$$

Since $\hat{\rho}(\tau)-\rho(\tau)$ is a square Gaussian stochastic process (see Lemma 3.1, Chapter 6 in book [19]), then it follows from the Theorem 3.4 that

$$
P\left\{\int_{0}^{A}(\hat{\rho}(\tau)-\rho(\tau))^{p} d \tau>\varepsilon\right\} \leqslant 2 \sqrt{1+\frac{\varepsilon^{1 / p} \sqrt{2}}{C_{p}^{\frac{1}{p}}}} \exp \left\{-\frac{\varepsilon^{\frac{1}{p}}}{\sqrt{2} C_{p}^{\frac{1}{p}}}\right\},
$$

where $C_{p}=\mathbf{E}(\hat{\rho}(\tau))^{2}-\rho^{2}(\tau)$. Applying equality (5.2) we get

$$
C_{p}=\int_{0}^{A}\left(\frac{2}{T^{2}} \int_{0}^{T}(T-u)\left(\rho^{2}(u)+\rho(u+\tau) \rho(u-\tau)\right) d u\right)^{\frac{p}{2}} d \tau .
$$

The theorem is proved.
Denote

$$
g(\varepsilon)=2 \sqrt{1+\frac{\varepsilon^{1 / p} \sqrt{2}}{C_{p}^{\frac{1}{p}}}} \exp \left\{-\frac{\varepsilon^{\frac{1}{p}}}{\sqrt{2} C_{p}^{\frac{1}{p}}}\right\} .
$$

From the Theorem 5.1 it follows that if $\varepsilon \geqslant z_{p}=C_{p}\left(\frac{p}{\sqrt{2}}+\sqrt{\left(\frac{p}{2}+1\right) p}\right)^{p}$ then

$$
P\left\{\int_{0}^{A}(\hat{\rho}(\tau)-\rho(\tau))^{p} d \tau>\varepsilon\right\} \leqslant g(\varepsilon) .
$$

Let $\varepsilon_{\delta}$ be a solution of the equation $g(\varepsilon)=\delta, 0<\delta<1$. Put $S_{\delta}=$ $\max \left\{\varepsilon_{\delta}, z_{p}\right\}$. It is obviously that $g\left(S_{\delta}\right) \leqslant \delta$ and

$$
\begin{equation*}
P\left\{\int_{0}^{A}(\hat{\rho}(\tau)-\rho(\tau))^{p} d \tau>S_{\delta}\right\} \leqslant \delta \tag{5.3}
\end{equation*}
$$

Let $\mathbb{H}$ be the hypothesis that the covariance function of a measurable real-valued stationary Gaussian stochastic process $X(t)$ equals $\rho(\tau)$ for $0 \leqslant$ $\tau \leqslant A$. From the Theorem 5.1 and (5.3) it follows that to test the hypothesis $\mathbb{H}$ one can use the following criterion.
Criterion 5.1. For a given level of confidence $\delta$ the hypothesis $\mathbb{H}$ is accepted if

$$
\int_{0}^{A}(\hat{\rho}(\tau)-\rho(\tau))^{p} d \mu(\tau)<S_{\delta}
$$

otherwise hypothesis is rejected.
Remark 5.2. The equation $g(\varepsilon)=\delta$ has a solution for any $\delta>0$, since $g(\varepsilon)$ is a monotonically decreasing function. We can find the solution of equation
using numerical methods.
Remark 5.3. One can easily see that Criterion 5.1 can be used if $C_{p} \rightarrow 0$ as $T \rightarrow \infty$.

Next theorem contain assumptions under which $C_{p}$ tend to zero as $T \rightarrow$ 0.

Theorem 5.2. Let $\rho(\tau)$ be covariance function of centered stationary stochastic process. Let $\rho(\tau)$ be continuous function. If $\rho(T) \rightarrow 0$ as $T \rightarrow \infty$ then $C_{p} \rightarrow 0$ as $T \rightarrow \infty$, where $C_{p}=\int_{0}^{A}(\psi(T, \tau))^{p / 2} d t$ and $\psi(T, \tau)=\frac{2}{T^{2}} \int_{0}^{T}(T-$ $u)\left(\rho^{2}(u)+\rho(u+\tau) \rho(u-\tau)\right) d u, A>0, T>0$.

Proof. $\psi(T, \tau) \leqslant \frac{2}{T} \int_{0}^{T}\left(\rho^{2}(u)+\rho(u+\tau) \rho(u-\tau)\right) d u \leqslant 4 \rho^{2}(0)$. Now it is sufficiently to prove that $\psi(T, \tau) \rightarrow 0$ as $T \rightarrow \infty$. From the L'Hopital's rule it follows that

$$
\begin{aligned}
\lim _{T \rightarrow \infty} \psi(T, \tau) & =\lim _{T \rightarrow \infty} \frac{2}{T} \int_{0}^{T}\left(\rho^{2}(u)+\rho(u+\tau) \rho(u-\tau)\right) d u= \\
& =\lim _{T \rightarrow \infty}\left(\rho^{2}(T)+\rho(T+\tau) \rho(T-\tau)\right)=0
\end{aligned}
$$

The application of Lebesgue's dominated convergence theorem completes the proof.

Here are examples in which we find the estimates for $C_{p}$.
Example 5.1. Let $\mathbb{H}$ be the hypothesis that the covariance function of a centered measurable stationary Gaussian stochastic process equals $\rho(\tau)=$ $B \exp \{-a|\tau|\}$, where $B>0$ and $a>0$.

To test the hypothesis $\mathbb{H}$ one can use the Criterion 5.1 by selecting $\hat{\rho}_{T}(\tau)$ which is defined in (5.1) as the estimator of the function $\rho(\tau)$. Let $0<A<\infty$. We shall find the value of the following expression

$$
\begin{aligned}
I & =\int_{0}^{T}(T-u)\left(e^{-2 a u}+e^{-a|u+\tau|} e^{-a|u-\tau|}\right) d u=\int_{0}^{T} T e^{-2 a u} d u \\
& +T \int_{0}^{T} e^{-a|u+\tau|} e^{-a|u-\tau|} d u-\int_{0}^{T} u e^{-2 a u} d u-\int_{0}^{T} u e^{-a|u+\tau|} e^{-a|u-\tau|} d u \\
& =I_{1}+I_{2}+I_{3}+I_{4}
\end{aligned}
$$

For the similar calculations as in the example, we obtain that

$$
\begin{aligned}
C_{p} \leqslant & \left(\frac{2 B}{T^{2}}\right)^{\frac{p}{2}} \int_{0}^{A}\left(\left(T \tau+\frac{T}{2 a}\right) e^{-2 a \tau}+\frac{T}{2 a}+\frac{1}{2 a^{2}} e^{-2 a T}\right)^{p / 2} d \tau= \\
& =(2 B)^{\frac{p}{2}} \frac{T^{p / 2}}{T^{p}} I_{5}=(2 B)^{\frac{p}{2}} \frac{1}{T^{p / 2}} I_{5},
\end{aligned}
$$

where $I_{5}=\int_{0}^{A}\left(\left(\tau+\frac{1}{2 a}\right) e^{-2 a \tau}+\frac{1}{2 a}+\frac{1}{2 a^{2}} e^{-2 a T}\right)^{p / 2} d \tau$.
Example 5.2. Let $\mathbb{H}$ be the hypothesis that the covariance function of a a centered measurable stationary Gaussian stochastic process equals $\rho(\tau)=$ $B \exp \left\{-a|\tau|^{2}\right\}$, where $B>0$ and $a>0$.

Similarly as in the previous example to test the hypothesis $\mathbb{H}$ one can use the Criterion 5.1 by selecting $\hat{\rho}_{T}(\tau)$, which is defined in (5.1) as the estimator of the function $\rho(\tau)$. Let $0<A<\infty$. We shall find the value of the following expression

$$
\begin{aligned}
I & =\int_{0}^{T}(T-u)\left(e^{-2 a u^{2}}+e^{-a|u+\tau|^{2}} e^{-a|u-\tau|^{2}}\right) d u=\int_{0}^{T} T e^{-2 a u^{2}} d u \\
& +T \int_{0}^{T} e^{-a|u+\tau|^{2}} e^{-a|u-\tau|^{2}} d u-\int_{0}^{T} u e^{-2 a u^{2}} d u-\int_{0}^{T} u e^{-a|u+\tau|^{2}} e^{-a|u-\tau|^{2}} d u \\
& =I_{1}+I_{2}+I_{3}+I_{4} .
\end{aligned}
$$

For the similar calculations as in the example, we get that

$$
C_{p} \leqslant\left(\frac{2 B}{T^{2}}\right)^{\frac{p}{2}} \int_{0}^{A}\left(T\left(\frac{\sqrt{\pi}}{2 \sqrt{2 a}}+\frac{\sqrt{\pi}}{2 \sqrt{2 a}} e^{-2 a \tau^{2}}\right)\right)^{p / 2} d \tau=(2 B)^{\frac{p}{2}} \frac{1}{T^{p / 2}} I_{6},
$$

where $I_{6}=\int_{0}^{A}\left(\frac{\sqrt{\pi}}{2 \sqrt{2 a}}+\frac{\sqrt{\pi}}{2 \sqrt{2 a}} e^{-2 a \tau^{2}}\right)^{p / 2} d \tau$.

Lemma 5.1. Let $X$ be a stationary Gaussian stochastic process with the spectral density $f(\lambda)$ and covariance function

$$
\rho(\tau)=\int_{-\infty}^{\infty} \cos \lambda \tau f(\lambda) d \lambda .
$$

Let $f(\lambda)$ be a differentiated function and

$$
\begin{gathered}
\lambda f(\lambda) \rightarrow 0, a s \lambda \rightarrow \infty \\
\int_{0}^{\infty}\left|f^{\prime}(\lambda)\right| d \lambda<\infty \\
\int_{0}^{\infty}\left|\lambda f^{\prime}(\lambda)\right| d \lambda<\infty
\end{gathered}
$$

Then, to test the hypothesis about the covariance function can be used the Criterion 5.1 and

$$
C_{p} \leqslant\left(\frac{4}{T}\right)^{p / 2} d_{p}\left(\frac{1}{p}\left(2(A+2)^{p / 2+1}-2^{p / 2+2}\right) I_{1}^{p / 2}+A\left(\left(2-\frac{1}{T}\right) I_{2}\right)^{p / 2}\right)
$$

where

$$
\begin{aligned}
I_{1} & =\int_{0}^{\infty} \int_{0}^{\infty}\left|\lambda \gamma f^{\prime}(\lambda) f^{\prime}(\gamma)\right| d \lambda d \gamma ; \\
I_{2} & =\int_{0}^{\infty} \int_{0}^{\infty}\left|f^{\prime}(\lambda) f^{\prime}(\gamma)\right| d \lambda d \gamma ; \\
d_{p} & =\left\{\begin{array}{cc}
1, & \text { as } 0<p \leqslant 1 \\
2^{p}, & \text { as } p>1
\end{array}\right.
\end{aligned}
$$

Proof. Since the function $\rho(\tau)$ is an even function, then

$$
\rho(\tau)=\int_{-\infty}^{\infty} \cos \lambda \tau f(\lambda) d \lambda=2 \int_{0}^{\infty} \cos \lambda \tau f(\lambda) d \lambda .
$$

Using Theorem 5.1 we obtain

$$
\begin{aligned}
& C_{p} \leqslant \int_{0}^{A}\left(\frac{1}{T} \int_{0}^{T}\left(\rho^{2}(u)+\rho(u+\tau) \rho(u-\tau)\right) d u\right)^{\frac{p}{2}} d \tau= \\
&= \int_{0}^{A}\left(\frac { 4 } { T } \int _ { 0 } ^ { T } \left(\int_{0}^{\infty} \cos \lambda u f(\lambda) d \lambda \int_{0}^{\infty} \cos \gamma u f(\gamma) d \gamma+\right.\right. \\
&\left.\left.+\int_{0}^{\infty} \cos \lambda(u+\tau) f(\lambda) d \lambda \int_{0}^{\infty} \cos \gamma(u-\tau) f(\gamma) d \gamma\right) d u\right)^{\frac{p}{2}} d \tau
\end{aligned}
$$

Consider the next integral

$$
\begin{align*}
\int_{0}^{\theta} \cos \lambda u f(\lambda) d \lambda=\left.f(\lambda) \frac{\sin \lambda u}{u}\right|_{0} ^{\theta} & -\int_{0}^{\theta} \frac{\sin \lambda u}{u} f^{\prime}(\lambda) d \lambda= \\
& =f(\theta) \frac{\sin \theta u}{u}-\int_{0}^{\theta} \frac{\sin \lambda u}{u} f^{\prime}(\lambda) d \lambda \tag{5.4}
\end{align*}
$$

From the properties of definite integral it follows that

$$
\int_{0}^{T} \rho^{2}(u) d u=\int_{0}^{1} \rho^{2}(u) d u+\int_{0}^{T} \rho^{2}(u) d u
$$

Consider $\left|\int_{0}^{1} \rho^{2}(u) d u\right|$. It is known that for any $\theta>0$ and $u>0$

$$
\left|\frac{\sin \theta u}{u}\right| \leqslant \theta .
$$

From (5.4) and from properties of definite integral, we obtain the following inequalities

$$
\begin{aligned}
&\left|\int_{0}^{1} \rho^{2}(u) d u\right|= \left\lvert\, \int_{0}^{1}\left(f(\theta) \frac{\sin \theta u}{u}-\int_{0}^{\theta} \frac{\sin \lambda u}{u} f^{\prime}(\lambda) d \lambda\right) \times\right. \\
& \left.\times\left(f(\theta) \frac{\sin \theta u}{u}-\int_{0}^{\theta} \frac{\sin \gamma u}{u} f^{\prime}(\gamma) d \gamma\right) d u \right\rvert\, \leqslant \\
& \leqslant \int_{0}^{1}\left|f(\theta) \frac{\sin \theta u}{u}-\int_{0}^{\theta} \frac{\sin \lambda u}{u} f^{\prime}(\lambda) d \lambda\right|\left|f(\theta) \frac{\sin \theta u}{u}-\int_{0}^{\theta} \frac{\sin \gamma u}{u} f^{\prime}(\gamma) d \gamma\right| d u \leqslant \\
& \leqslant \int_{0}^{1}\left(|f(\theta)|\left|\frac{\sin \theta u}{u}\right|+\left|\int_{0}^{\theta} \frac{\sin \lambda u}{u} f^{\prime}(\lambda) d \lambda\right|\right) \times \\
& \times\left(|f(\theta)|\left|\frac{\sin \theta u}{u}\right|+\left|\int_{0}^{\theta} \frac{\sin \gamma u}{u} f^{\prime}(\gamma) d \gamma\right|\right) d u \leqslant
\end{aligned}
$$

$$
\begin{aligned}
\leqslant \int_{0}^{1}(|f(\theta) \theta| & \left.+\int_{0}^{\theta}\left|\lambda f^{\prime}(\lambda)\right| d \lambda\right)\left(|f(\theta) \theta|+\int_{0}^{\theta}\left|\gamma f^{\prime}(\gamma)\right| d \gamma\right) d u= \\
& =\left(|f(\theta) \theta|+\int_{0}^{\theta}\left|\lambda f^{\prime}(\lambda)\right| d \lambda\right)\left(|f(\theta) \theta|+\int_{0}^{\theta}\left|\gamma f^{\prime}(\gamma)\right| d \gamma\right)
\end{aligned}
$$

Now if $\theta \rightarrow \infty$, then

$$
\left|\int_{0}^{1} \rho^{2}(u) d u\right| \longrightarrow \int_{0}^{\infty}\left|\lambda f^{\prime}(\lambda)\right| d \lambda \int_{0}^{\infty}\left|\gamma f^{\prime}(\gamma)\right| d \gamma
$$

From the similar considerations as in the previous case, we find that

$$
\begin{gathered}
\left|\int_{1}^{T} \rho^{2}(u) d u\right|=\left\lvert\, \int_{1}^{T}\left(f(\theta) \frac{\sin \theta u}{u}-\int_{0}^{\theta} \frac{\sin \lambda u}{u} f^{\prime}(\lambda) d \lambda\right) \times\right. \\
\left.\times\left(f(\theta) \frac{\sin \theta u}{u}-\int_{0}^{\theta} \frac{\sin \gamma u}{u} f^{\prime}(\gamma) d \gamma\right) d u \right\rvert\, \leqslant \\
\leqslant \int_{1}^{T} \frac{1}{u^{2}}\left(|f(\theta)|+\int_{0}^{\theta}\left|f^{\prime}(\lambda)\right| d \lambda\right)\left(|f(\theta)|+\int_{0}^{\theta}\left|f^{\prime}(\gamma)\right| d \gamma\right) d u
\end{gathered}
$$

If $\theta \rightarrow \infty$, then

$$
\begin{aligned}
& \left|\int_{1}^{T} \rho^{2}(u) d u\right| \longrightarrow \int_{1}^{T} \frac{d u}{u^{2}} \int_{0}^{\infty}\left|f^{\prime}(\lambda)\right| d \lambda \int_{0}^{\infty}\left|f^{\prime}(\gamma)\right| d \gamma= \\
& =\left(1-\frac{1}{T}\right) \int_{0}^{\infty}\left|f^{\prime}(\lambda)\right| d \lambda \int_{0}^{\infty}\left|f^{\prime}(\gamma)\right| d \gamma .
\end{aligned}
$$

Namely,

$$
\int_{0}^{T} \rho^{2}(u) d u \leqslant \int_{0}^{\infty} \int_{0}^{\infty}\left|\lambda \gamma f^{\prime}(\lambda) f^{\prime}(\gamma)\right| d \lambda d \gamma+\left(1-\frac{1}{T}\right) \int_{0}^{\infty} \int_{0}^{\infty}\left|f^{\prime}(\lambda) f^{\prime}(\gamma)\right| d \lambda d \gamma
$$

We estimate $\int_{0}^{T} \rho(u+\tau) \rho(u-\tau) d u$. To do this, write it in the following form

$$
\int_{0}^{T} \rho(u+\tau) \rho(u-\tau) d u=\int_{0}^{\tau+1} \rho(u+\tau) \rho(u-\tau) d u+\int_{\tau+1}^{T} \rho(u+\tau) \rho(u-\tau) d u
$$

Consider

$$
\begin{aligned}
& \left|\int_{0}^{\tau+1} \rho(u+\tau) \rho(u-\tau) d u\right|= \\
& =\left\lvert\, \int_{0}^{\tau+1}\left(f(\theta) \frac{\sin \theta(u+\tau)}{u+\tau}-\int_{0}^{\theta} \frac{\sin \lambda(u+\tau)}{u+\tau} f^{\prime}(\lambda) d \lambda\right) \times\right. \\
& \left.\times\left(f(\theta) \frac{\sin \theta(u-\tau)}{u-\tau}-\int_{0}^{\theta} \frac{\sin \gamma(u-\tau)}{u-\tau} f^{\prime}(\gamma) d \gamma\right) d u \right\rvert\, \leqslant \\
& \leqslant \int_{0}^{\tau+1}\left(|f(\theta) \theta|+\int_{0}^{\theta}\left|\lambda f^{\prime}(\lambda)\right| d \lambda\right)\left(|f(\theta) \theta|+\int_{0}^{\theta}\left|\gamma f^{\prime}(\gamma)\right| d \gamma\right) d u
\end{aligned}
$$

Hence, if $\theta \rightarrow \infty$

$$
\left|\int_{0}^{\tau+1} \rho(u+\tau) \rho(u-\tau) d u\right| \longrightarrow(\tau+1) \int_{0}^{\infty}\left|\lambda f^{\prime}(\lambda)\right| d \lambda \int_{0}^{\infty}\left|\gamma f^{\prime}(\gamma)\right| d \gamma
$$

Consider the second term

$$
\left.\left.\begin{array}{l}
\mid \int_{\tau+1}^{T} \rho(u
\end{array}\right)=\tau\right) \rho(u-\tau) d u \left\lvert\,=7 \int_{\tau+1}^{T}\left(f(\theta) \frac{\sin \theta(u+\tau)}{u+\tau}-\int_{0}^{\theta} \frac{\sin \lambda(u+\tau)}{u+\tau} f^{\prime}(\lambda) d \lambda\right) \times 6\right.
$$

$$
\begin{aligned}
& \leqslant \int_{\tau+1}^{T} \frac{1}{|u+\tau||u-\tau|}\left(|f(\theta)|+\int_{0}^{\theta}\left|f^{\prime}(\lambda)\right| d \lambda\right)\left(|f(\theta)|+\int_{0}^{\theta}\left|f^{\prime}(\gamma)\right| d \gamma\right) d u \rightarrow \\
& \rightarrow \int_{\tau+1}^{T} \frac{d u}{u^{2}-\tau^{2}} \int_{0}^{\infty}\left|f^{\prime}(\lambda)\right| d \lambda \int_{0}^{\infty}\left|f^{\prime}(\gamma)\right| d \gamma, \theta \rightarrow \infty
\end{aligned}
$$

Since $\tau \leqslant T$, then

$$
\begin{aligned}
\int_{\tau+1}^{T} \frac{d u}{u^{2}-\tau^{2}}=\left.\frac{1}{2 \tau} \ln \left|\frac{u-\tau}{u+\tau}\right|\right|_{\tau+1} ^{T}=\frac{1}{2 \tau} & \left(\ln \left|\frac{T-\tau}{T+\tau}\right|-\ln \left|\frac{\tau+1-\tau}{\tau+1+\tau}\right|\right)= \\
& =\frac{1}{2 \tau} \ln \left|\frac{(T-\tau)(2 \tau+1)}{(T+\tau)}\right| \leqslant 1
\end{aligned}
$$

This means that

$$
\begin{aligned}
& \int_{0}^{T} \rho(u+\tau) \rho(u-\tau) d u \leqslant(\tau+1) \int_{0}^{\infty} \int_{0}^{\infty}\left|\lambda \gamma f^{\prime}(\lambda) f^{\prime}(\gamma)\right| d \lambda d \gamma+ \\
&+\int_{0}^{\infty} \int_{0}^{\infty}\left|f^{\prime}(\lambda) f^{\prime}(\gamma)\right| d \lambda d \gamma
\end{aligned}
$$

Denote

$$
\begin{aligned}
I_{1} & =\int_{0}^{\infty} \int_{0}^{\infty}\left|\lambda \gamma f^{\prime}(\lambda) f^{\prime}(\gamma)\right| d \lambda d \gamma \\
I_{2} & =\int_{0}^{\infty} \int_{0}^{\infty}\left|f^{\prime}(\lambda) f^{\prime}(\gamma)\right| d \lambda d \gamma
\end{aligned}
$$

Then

$$
\begin{aligned}
C_{p} \leqslant\left(\frac{4}{T}\right)^{p / 2} \int_{0}^{A}\left(I_{1}+\right. & \left.\left(1-\frac{1}{T}\right) I_{2}+(\tau+1) I_{1}+I_{2}\right)^{p / 2} d \tau= \\
& =\left(\frac{4}{T}\right)^{p / 2} \int_{0}^{A}\left((\tau+2) I_{1}+\left(2-\frac{1}{T}\right) I_{2}\right)^{p / 2} d \tau
\end{aligned}
$$

For any non-negative $a, b$ and $p>0$ the following inequality holds

$$
(a+b)^{p} \leqslant d_{p}\left(a^{p}+b^{p}\right)
$$

where

$$
d_{p}=\left\{\begin{array}{cc}
1, & \text { при } 0<p \leqslant 1 \\
2^{p}, & \text { при } p>1
\end{array}\right.
$$

From the last inequality we have that

$$
\begin{aligned}
& C_{p} \leqslant\left(\frac{4}{T}\right)^{p / 2} d_{p} \int_{0}^{A}\left(\left((\tau+2) I_{1}\right)^{p / 2}+\left(\left(2-\frac{1}{T}\right) I_{2}\right)^{p / 2}\right) d \tau= \\
= & \left(\frac{4}{T}\right)^{p / 2} d_{p}\left(\frac{1}{p}\left(2(A+2)^{p / 2+1}-2^{p / 2+2}\right) I_{1}^{p / 2}+A\left(\left(2-\frac{1}{T}\right) I_{2}\right)^{p / 2}\right) .
\end{aligned}
$$

It is easy to see that $C_{p} \rightarrow 0$ if $T \rightarrow \infty$. Then, from the Remark 5.3 it follows that for test the hypothesis about the covariance function can be used the Criterion 5.1.

### 5.2. Estimates of covariance functions of Gaussian stationary stochastic process in $L_{p}(T)$ when its value is known only in a finite set of points

Usually in practice the value of the process are observed at the certain times. And based on this data, you need to make conclusions about the behavior of the process that was considered. Therefore, we estimate the covariance function of Gaussian stationary stochastic process when we know the value of this process at the certain times, whose number is finite.

Let $X=\{X(t), t \in \mathbb{T}=[0, T+A], 0<T<\infty, 0<A<\infty\}, E X(t)=0$ be a measurable real-valued Gaussian stationary stochastic process with the covariance function

$$
\rho(\tau)=E X(t+\tau) X(t), \quad 0 \leqslant \tau \leqslant A
$$

and defined on the probability space $\{\Omega, \mathcal{B}, P\}$.
As an estimator of the covariance function $\rho(\tau)$ we choose

$$
\begin{equation*}
\widehat{\rho}_{T, n}(\tau)=\frac{1}{T} \sum_{i=0}^{n-1} X\left(t_{i}+\tau\right) X\left(t_{i}\right) \Delta t_{i}=\frac{1}{n} \sum_{i=0}^{n-1} X\left(\frac{i T}{n}+\tau\right) X\left(\frac{i T}{n}\right) \tag{5.5}
\end{equation*}
$$

where $X\left(t_{i}\right)$ and $X\left(t_{i}+\tau\right)$ are independent, known values of the random process, $t_{i}=\frac{i T}{n}, i=0,1, \ldots, n, n \in \mathbb{N}, \Delta t_{i}=\frac{T}{n}$.

Remark 5.4. Since,

$$
\mathbf{E} \widehat{\rho}_{T, n}(\tau)=\mathbf{E}\left(\frac{1}{n} \sum_{i=0}^{n-1} X\left(\frac{i T}{n}+\tau\right) X\left(\frac{i T}{n}\right)\right)=\frac{1}{n} \sum_{i=0}^{n-1} \rho(\tau)=\rho(\tau),
$$

then $\widehat{\rho}_{T, n}(\tau)$ is unbiased estimate for $\rho(\tau)$.
Theorem 5.3. Let $X$ be measurable real-valued Gaussian stationary stochastic process with known values at the certain times $t_{i}=\frac{i T}{n}, i=0,1, \ldots, n$, $n \in \mathbb{N}$. Let $\mathbf{E} X(t)=0$ and $\rho(\tau)$ be the covariance function of this process and let

$$
\begin{aligned}
C_{p}=\frac{1}{n^{p}} \int_{0}^{A}\left(\sum_{i=0}^{n-1} \sum_{j=0}^{n-1}\right. & {\left[\rho^{2}\left(\frac{(i-j) T}{n}\right)+\right.} \\
& \left.\left.+\rho\left(\frac{(i-j) T}{n}+\tau\right) \rho\left(\frac{(i-j) T}{n}-\tau\right)\right]\right)^{p / 2} d \tau
\end{aligned}
$$

if $0<A<\infty$. If condition

$$
\varepsilon \geqslant\left(\frac{p}{\sqrt{2}}+\sqrt{\left(\frac{p}{2}+1\right) p}\right)^{p} C_{p}
$$

holds, then

$$
P\left\{\int_{0}^{A}\left(\widehat{\rho}_{T, n} \mid \tau\right)-\left.\rho(\tau)\right|^{p} d \mu(\tau)>\varepsilon\right\} \leqslant 2 \sqrt{1+\frac{\varepsilon^{1 / p} \sqrt{2}}{C_{p}^{\frac{1}{p}}}} \exp \left\{-\frac{\varepsilon^{\frac{1}{p}}}{\sqrt{2} C_{p}^{\frac{1}{p}}}\right\} .
$$

Proof. Consider

$$
\mathbf{E}\left(\widehat{\rho}_{T, n}(\tau)-\rho(\tau)\right)^{2}=\mathbf{E}\left(\widehat{\rho}_{T, n}(\tau)\right)^{2}-\rho^{2}(\tau) .
$$

From the Isserlis equality (see book [19]) for jointly Gaussian random variables it follows that

$$
\begin{aligned}
& E \widehat{\rho}_{T, n}^{2}(\tau)= \\
& \quad=E\left(\frac{1}{n^{2}} \sum_{i=0}^{n-1} \sum_{j=0}^{n-1} X\left(\frac{i T}{n}+\tau\right) X\left(\frac{i T}{n}\right) X\left(\frac{j T}{n}+\tau\right) X\left(\frac{j T}{n}\right)\right)=
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{n^{2}} \sum_{i=0}^{n-1} \sum_{j=0}^{n-1}\left[E X\left(\frac{i T}{n}+\tau\right) X\left(\frac{i T}{n}\right) E X\left(\frac{j T}{n}+\tau\right) X\left(\frac{j T}{n}\right)+\right. \\
& +E X\left(\frac{i T}{n}+\tau\right) X\left(\frac{j T}{n}+\tau\right) E X\left(\frac{i T}{n}\right) X\left(\frac{j T}{n}\right)+ \\
& \left.+E X\left(\frac{i T}{n}+\tau\right) X\left(\frac{j T}{n}\right) E X\left(\frac{i T}{n}\right) X\left(\frac{j T}{n}+\tau\right)\right]= \\
& =\frac{1}{n^{2}} \sum_{i=0}^{n-1} \sum_{j=0}^{n-1}\left[\rho^{2}(\tau)+\rho^{2}\left(\frac{(i-j) T}{n}\right)+\rho\left(\frac{(i-j) T}{n}+\tau\right) \rho\left(\frac{(i-j) T}{n}-\tau\right)\right]= \\
& = \\
& \rho^{2}(\tau)+\frac{1}{n^{2}} \sum_{i=0}^{n-1} \sum_{j=0}^{n-1}\left[\rho^{2}\left(\frac{(i-j) T}{n}\right)+\rho\left(\frac{(i-j) T}{n}+\tau\right) \rho\left(\frac{(i-j) T}{n}-\tau\right)\right] .
\end{aligned}
$$

Namely,

$$
\begin{align*}
\mathbf{E}\left(\widehat{\rho}_{T, n}(\tau)-\rho(\tau)\right)^{2}=\frac{1}{n^{2}} \sum_{i=0}^{n-1} & \sum_{j=0}^{n-1}
\end{align*} \rho^{2}\left(\frac{(i-j) T}{n}\right)+.
$$

Since $\widehat{\rho}_{T, n}(\tau)$ is a quadratic form of Gaussian vectors, then by Lemma 3.1, Chapter 6 in book [19] we have that $\widehat{\rho}_{T, n}(\tau)-\rho(\tau), \tau \geqslant 0$ is a square Gaussian stochastic process. From Theorem 3.4 follows that

$$
P\left\{\int_{0}^{A}\left|\widehat{\rho}_{T, n}(\tau)-\rho(\tau)\right|^{p} d \mu(\tau)>\varepsilon\right\} \leqslant 2 \sqrt{1+\frac{\varepsilon^{1 / p} \sqrt{2}}{C_{p}^{\frac{1}{p}}}} \exp \left\{-\frac{\varepsilon^{\frac{1}{p}}}{\sqrt{2} C_{p}^{\frac{1}{p}}}\right\}
$$

Applying equality (5.6) we obtain

$$
\begin{aligned}
C_{p}=\frac{1}{n^{p}} \int_{0}^{A}\left(\sum_{i=0}^{n-1} \sum_{j=0}^{n-1}\right. & {\left[\rho^{2}\left(\frac{(i-j) T}{n}\right)+\right.} \\
& \left.\left.+\rho\left(\frac{(i-j) T}{n}+\tau\right) \rho\left(\frac{(i-j) T}{n}-\tau\right)\right]\right)^{p / 2} d \tau
\end{aligned}
$$

The theorem is proved.

Denote

$$
g(\varepsilon)=2 \sqrt{1+\frac{\varepsilon^{1 / p} \sqrt{2}}{C_{p}^{\frac{1}{p}}}} \exp \left\{-\frac{\varepsilon^{\frac{1}{p}}}{\sqrt{2} C_{p}^{\frac{1}{p}}}\right\} .
$$

From the Theorem 5.3 it follows that if $\varepsilon \geqslant z_{p}=C_{p}\left(\frac{p}{\sqrt{2}}+\sqrt{\left(\frac{p}{2}+1\right) p}\right)^{p}$, then

$$
P\left\{\int_{0}^{A}\left|\widehat{\rho}_{T, n}(\tau)-\rho(\tau)\right|^{p} d \tau>\varepsilon\right\} \leqslant g(\varepsilon) .
$$

Let $\varepsilon_{\delta}$ be a solution of the equation $g(\varepsilon)=\delta$, where $0<\delta<1$. Put $S_{\delta}=\max \left\{\varepsilon_{\delta}, z_{p}\right\}$. Then it is obvious that $g\left(S_{\delta}\right) \leqslant \delta$ and

$$
\begin{equation*}
P\left\{\int_{0}^{A}\left|\widehat{\rho}_{T, n}(\tau)-\rho(\tau)\right|^{p} d \tau>S_{\delta}\right\} \leqslant \delta . \tag{5.7}
\end{equation*}
$$

Let $\mathbb{H}$ be the hypothesis that the covariance function of a measurable real-valued stationary Gaussian stochastic process $X$ equals to $\rho(\tau)$ if $0 \leqslant$ $\tau \leqslant A$. As a estimation of the $\rho(\tau)$ we choose $\widehat{\rho}_{T, n}(\tau)$. From the Theorem 5.3 it follows that to test the hypothesis $\mathbb{H}$ one can use the following criterion.
Criterion 5.2. For a given level of confidence $\delta$ the hypothesis $\mathbb{H}$ is accepted if

$$
\int_{0}^{A}\left|\widehat{\rho}_{T, n}(\tau)-\rho(\tau)\right|^{p} d \mu(\tau)<S_{\delta}
$$

otherwise hypothesis is rejected.
Remark 5.5. By using this criteria the error of the first kind does not exceed $\delta$.

### 5.3. Estimates for covariance function of a stationary Gaussian process in the norm of the space $L_{p}[0, A]$ with unknown mean

Let us consider a continuous real stationary Gaussian stochastic process $X$ defined on a probability space $\{\Omega, \mathcal{B}, P\}$,

$$
X=\{X(t), t \in \mathbb{T}=[0, T+A], 0<A<T<\infty\}
$$

and $\mathbf{E} X(t)=m$. We denote the covariance function of this process by

$$
\begin{equation*}
\rho(\tau)=E(X(t+\tau)-m)(X(t)-m), \quad \tau \in \mathbb{R} . \tag{5.8}
\end{equation*}
$$

Also we use the following denotation:

$$
\begin{equation*}
r(\tau)=\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T} \rho(s-t-\tau) d s d t \tag{5.9}
\end{equation*}
$$

We choose as an estimate of the covariance function $\rho(\tau)$ the statistics $\hat{\rho}(\tau)$ defined in (5.1).
Remark 5.6. Since the process $X$ is a continuous one, then the right part in (5.9) contains Riemann integral.

Remark 5.7. Since

$$
\begin{gathered}
\mathbf{E} \hat{\rho}(\tau)=\frac{1}{T} \int_{0}^{T} \mathbf{E}\left(X(t+\tau) X(t)-\hat{m} X(t+\tau)-\hat{m}_{\tau} X(t)+\hat{m} \hat{m}_{\tau}\right) d t= \\
=\frac{1}{T} \int_{0}^{T}\left(\mathbf{E} X(t+\tau) X(t)-\mathbf{E} \hat{m} X(t+\tau)-\mathbf{E} \hat{m}_{\tau} X(t)+\mathbf{E} \hat{m} \hat{m}_{\tau}\right) d t= \\
=\rho(\tau)+m^{2}-\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T} \mathbf{E} X(s) X(t+\tau) d t d s- \\
\quad-\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T} \mathbf{E} X(s+\tau) X(t) d t d s+\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T} \mathbf{E} X(s+\tau) X(t) d s d t= \\
=\rho(\tau)+m^{2}-\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T} \rho(s-t-\tau) d s d t-m^{2}-\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T} \rho(s-t+\tau) d s d t-m^{2}+ \\
+\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T} \rho(s-t+\tau) d s d t+m^{2}=\rho(\tau)-\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T} \rho(s-t-\tau) d s d t=\rho(\tau)-r(\tau)
\end{gathered}
$$

then $\hat{\rho}(\tau)$ is a biased estimate for $\rho(\tau)$ and the bias is equal to $r(\tau)$. However, the statistics $\tilde{\rho}(\tau)=\hat{\rho}(\tau)+r(\tau)$ is an unbiased estimate. Moreover, variances of the estimates $\hat{\rho}(\tau)$ and $\tilde{\rho}(\tau)$ are equal.

Theorem 5.4. Let $X(t)$ be a measurable stationary Gaussian process with $\mathbf{E} X(t)=m$ and the covariance function $\rho(\tau)$. Suppose that for $0<A<T$
and $p \geqslant 1$ the condition $C(p, T)<\infty$ holds, where

$$
\begin{gather*}
C(p, T)=\int_{0}^{A}\left(\frac{1}{T^{4}}\left[\int_{0}^{T} \int_{0}^{T} \rho(t-s) d t d s\right]^{2}+\frac{1}{T^{4}}\left[\int_{0}^{T} \int_{0}^{T} \rho(t-s+\tau) d t d s\right]^{2}+\right. \\
\quad+\frac{2}{T^{2}} \int_{0}^{T}(T-s)\left[\rho^{2}(s)+\rho(s+\tau) \rho(s-\tau)\right] d s- \\
-\frac{1}{T^{3}} \int_{0}^{T} \int_{0}^{T} \int_{0}^{T}[\rho(t-s+\tau) \rho(s-u+\tau)+2 \rho(t-s) \rho(s-u)+ \\
\quad+\rho(t-s-\tau) \rho(s-u-\tau)] d t d s d u)^{\frac{p}{2}} d \tau . \tag{5.10}
\end{gather*}
$$

Then for

$$
\varepsilon \geqslant\left(\frac{p}{\sqrt{2}}+\sqrt{\left(\frac{p}{2}+1\right) p}\right)^{p} C(p, T)
$$

the following inequality holds true:

$$
P\left\{\int_{0}^{A}|\hat{\rho}(\tau)-\mathbf{E} \hat{\rho}(\tau)|^{p} d \tau>\varepsilon\right\} \leqslant 2 \sqrt{1+\frac{\varepsilon^{1 / p} \sqrt{2}}{C^{\frac{1}{p}}(p, T)}} \exp \left\{-\frac{\varepsilon^{\frac{1}{p}}}{\sqrt{2} C^{\frac{1}{p}}(p, T)}\right\} .
$$

Proof. At first, we shall calculate

$$
\begin{equation*}
\mathbf{D} \hat{\rho}(\tau)=\mathbf{E} \hat{\rho}^{2}(\tau)-(\rho(\tau)-r(\tau))^{2} . \tag{5.11}
\end{equation*}
$$

In order to do that we consider $\mathbf{E} \hat{\rho}^{2}(\tau)$ :

$$
\begin{aligned}
& \mathbf{E} \hat{\rho}^{2}(\tau)=\mathbf{E}\left(\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T}\left(X(t+\tau)-\hat{m}_{\tau}\right)(X(t)-\hat{m}) \times\right. \\
& \left.\quad \times\left(X(u+\tau)-\hat{m}_{\tau}\right)(X(u)-\hat{m}) d t d u\right)= \\
& =\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T}\left[\mathbf{E}\left(X(t+\tau)-\hat{m}_{\tau}\right)(X(t)-\hat{m}) \mathbf{E}\left(X(u+\tau)-\hat{m}_{\tau}\right)(X(u)-\hat{m})+\right. \\
& \quad+\mathbf{E}\left(X(t+\tau)-\hat{m}_{\tau}\right)\left(X(u+\tau)-\hat{m}_{\tau}\right) \mathbf{E}(X(t)-\hat{m})(X(u)-\hat{m})+
\end{aligned}
$$

$$
\begin{aligned}
&\left.+\mathbf{E}\left(X(t+\tau)-\hat{m}_{\tau}\right)(X(u)-\hat{m}) \mathbf{E}(X(t)-\hat{m})\left(X(u+\tau)-\hat{m}_{\tau}\right)\right] d t d u= \\
&=\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T}\left[I_{1}+I_{2}+I_{3}\right] d t d u
\end{aligned}
$$

Let's calculate each of the integrals above separately:

$$
\begin{gathered}
I_{1}=\mathbf{E}\left(X(t+\tau)-\hat{m}_{\tau}\right)(X(t)-\hat{m}) \mathbf{E}\left(X(u+\tau)-\hat{m}_{\tau}\right)(X(u)-\hat{m})= \\
=\left(\mathbf{E} X(t+\tau) X(t)-\mathbf{E} \hat{m} X(t+\tau)-\mathbf{E} \hat{m}_{\tau} X(t)+\mathbf{E} \hat{m} \hat{m}_{\tau}\right) \times \\
\times\left(\mathbf{E} X(u+\tau) X(u)-\mathbf{E} \hat{m} X(u+\tau)-\mathbf{E} \hat{m}_{\tau} X(u)+\mathbf{E} \hat{m} \hat{m}_{\tau}\right)= \\
=\left[(\rho(\tau)+r(\tau))-\left(\frac{1}{T} \int_{0}^{T} \rho(s-t-\tau) d s+\frac{1}{T} \int_{0}^{T} \rho(s-t+\tau) d s\right)\right] \times \\
\times\left[(\rho(\tau)+r(\tau))-\left(\frac{1}{T} \int_{0}^{T} \rho(s-u-\tau) d s+\frac{1}{T} \int_{0}^{T} \rho(s-u+\tau) d s\right)\right]= \\
\left.+\frac{1}{T} \int_{0}^{T} \rho(s-t+\tau) d s+\frac{1}{T} \int_{0}^{T} \rho(s-u-\tau) d s+\frac{1}{T} \int_{0}^{T} \rho(s-u+\tau) d s\right)+ \\
+\left(\frac{1}{T} \int_{0}^{T} \rho(s-t-\tau) d s \frac{1}{T} \int_{0}^{T} \rho(s-u-\tau) d s+\right. \\
+\frac{1}{T} \int_{0}^{T} \rho(s-t-\tau) d s \frac{1}{T} \int_{0}^{T} \rho(s-u+\tau) d s+ \\
+\frac{1}{T} \int_{0}^{T} \rho(s-t+\tau) d s \frac{1}{T} \int_{0}^{T} \rho(s-u-\tau) d s+ \\
+ \\
\times \\
\hline
\end{gathered}
$$

Now let's calculate $I_{2}$ :

$$
\begin{aligned}
I_{2} & =\mathbf{E}\left(X(t+\tau)-\hat{m}_{\tau}\right)\left(X(u+\tau)-\hat{m}_{\tau}\right) \mathbf{E}(X(t)-\hat{m})(X(u)-\hat{m})= \\
& =\left(\mathbf{E} X(t+\tau) X(u+\tau)-\mathbf{E} \hat{m}_{\tau} X(t+\tau)-\mathbf{E} \hat{m}_{\tau} X(u+\tau)+\mathbf{E} \hat{m}^{2}\right) \times
\end{aligned}
$$

$$
\begin{aligned}
& \times\left(\mathbf{E} X(t) X(u)-\mathbf{E} \hat{m} X(t)-\mathbf{E} \hat{m} X(u)+\mathbf{E} \hat{m}^{2}\right)= \\
& \quad=\left[(\rho(t-u)+r(0))-\left(\frac{1}{T} \int_{0}^{T} \rho(s-t) d s+\frac{1}{T} \int_{0}^{T} \rho(s-u) d s\right)\right] \times \\
& \quad \times\left[(\rho(t-u)+r(0))-\left(\frac{1}{T} \int_{0}^{T} \rho(s-t) d s+\frac{1}{T} \int_{0}^{T} \rho(s-u) d s\right)\right]= \\
& =(\rho(t-u)+r(0))^{2}-2 \rho(t-u)\left(\frac{1}{T} \int_{0}^{T} \rho(s-t) d s+\frac{1}{T} \int_{0}^{T} \rho(s-u) d s\right)- \\
& \\
& +\left[\left(\frac{1}{T} \int_{0}^{T} \rho(s-t) d s\right)^{2}+2 \frac{1}{T} \int_{0}^{T} \rho(s-t) d s \frac{1}{T} \int_{0}^{T} \rho(s-u) d s+\right. \\
& \\
& \quad\left[\frac{1}{T} \int_{0}^{T} \rho(s-t) d s+\frac{1}{T} \int_{0}^{T} \rho(s-u) d s\right)+ \\
& \\
& \quad\left[{ }_{0}^{T}+\left(\frac{1}{T} \int_{0}^{T} \rho(s-u) d s\right)^{2}\right]
\end{aligned}
$$

For $I_{3}$ we have the following:

$$
\begin{gathered}
I_{3}=\mathbf{E}\left(X(t+\tau)-\hat{m}_{\tau}\right)(X(u)-\hat{m}) \mathbf{E}(X(t)-\hat{m})\left(X(u+\tau)-\hat{m}_{\tau}\right)= \\
=\left(\mathbf{E} X(t+\tau) X(u)-\mathbf{E} \hat{m} X(t+\tau)-\mathbf{E} \hat{m}_{\tau} X(u)+\mathbf{E} \hat{m} \hat{m}_{\tau}\right) \times \\
\times\left(\mathbf{E} X(t) X(u+\tau)-\mathbf{E} \hat{m}_{\tau} X(t)-\mathbf{E} \hat{m} X(u+\tau)+\mathbf{E} \hat{m} \hat{m}_{\tau}\right)= \\
=\left[\rho(t-u+\tau)-\frac{1}{T} \int_{0}^{T} \rho(s-t-\tau) d s-\frac{1}{T} \int_{0}^{T} \rho(s-u+\tau) d s+r(\tau)\right] \times \\
\times\left[\rho(t-u-\tau)-\frac{1}{T} \int_{0}^{T} \rho(s-t+\tau) d s-\frac{1}{T} \int_{0}^{T} \rho(s-u-\tau) d s+r(\tau)\right]= \\
\quad=\rho(t-u+\tau) \rho(t-u-\tau)-\rho(t-u+\tau) \frac{1}{T} \int_{0}^{T} \rho(s-t+\tau) d s-
\end{gathered}
$$

$$
\begin{aligned}
& \quad-\rho(t-u+\tau) \frac{1}{T} \int_{0}^{T} \rho(s-u-\tau) d s+\rho(t-u+\tau) r(\tau)- \\
& -\rho(t-u-\tau) \frac{1}{T} \int_{0}^{T} \rho(s-t-\tau) d s+\frac{1}{T} \int_{0}^{T} \rho(s-t-\tau) d s \frac{1}{T} \int_{0}^{T} \rho(s-t+\tau) d s+ \\
& \quad+\frac{1}{T} \int_{0}^{T} \rho(s-t-\tau) d s \frac{1}{T} \int_{0}^{T} \rho(s-u-\tau) d s-r(\tau) \frac{1}{T} \int_{0}^{T} \rho(s-t-\tau) d s- \\
& -\rho(t-u-\tau) \frac{1}{T} \int_{0}^{T} \rho(s-u+\tau) d s+\frac{1}{T} \int_{0}^{T} \rho(s-u+\tau) d s \frac{1}{T} \int_{0}^{T} \rho(s-t+\tau) d s+ \\
& \quad+\frac{1}{T} \int_{0}^{T} \rho(s-u+\tau) d s \frac{1}{T} \int_{0}^{T} \rho(s-u-\tau) d s-r(\tau) \frac{1}{T} \int_{0}^{T} \rho(s-u+\tau) d s+ \\
& +r(\tau) \rho(t-u-\tau)-r(\tau) \frac{1}{T} \int_{0}^{T} \rho(s-t+\tau) d s-r(\tau) \frac{1}{T} \int_{0}^{T} \rho(s-u-\tau) d s+r^{2}(\tau)
\end{aligned}
$$

That is, we have that

$$
\begin{gathered}
\mathbf{E} \hat{\rho}^{2}(\tau)=(\rho(\tau)-r(\tau))^{2}+r^{2}(0)+r^{2}(\tau)+ \\
+\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T}\left[\rho^{2}(t-u) d t d u+\rho(t-u+\tau) \rho(t-u-\tau) d t d u\right]- \\
-\frac{1}{T^{3}} \int_{0}^{T} \int_{0}^{T} \int_{0}^{T}[2 \rho(s-t) \rho(t-u)+\rho(t-s-\tau) \rho(t-s+\tau)+ \\
+\rho(t-s+\tau) \rho(t-u-\tau)-\rho(t-s+\tau) \rho(t-u+\tau)+\rho(t-u+\tau) \rho(s-u-\tau)+ \\
+\rho(t-u-\tau) \rho(s-u+\tau)-\rho(t-u-\tau) \rho(s-u+\tau)] d s d t d u= \\
=\frac{1}{T^{4}}\left[\int_{0}^{T} \int_{0}^{T} \rho(t-s) d t d s\right]_{0}^{2}+\frac{1}{T^{4}}\left[\int_{0}^{T} \int_{0}^{T} \rho(t-s+\tau) d t d s\right]^{2}+ \\
+\frac{2}{T^{2}} \int_{0}^{T}(T-s)\left[\rho^{2}(s)+\rho(s+\tau) \rho(s-\tau)\right] d s-
\end{gathered}
$$

$$
\begin{aligned}
&-\frac{1}{T^{3}} \int_{0}^{T} \int_{0}^{T} \int_{0}^{T}[\rho(t-s+\tau) \rho(s-u+\tau)+2 \rho(t-s) \rho(s-u)+ \\
&\quad+\rho(t-s-\tau) \rho(s-u-\tau)] d t d s d u+(\rho(\tau)-r(\tau))^{2}
\end{aligned}
$$

Then from (5.11) follows

$$
\begin{array}{r}
\mathbf{D} \hat{\rho}(\tau)=\frac{1}{T^{4}}\left[\int_{0}^{T} \int_{0}^{T} \rho(t-s) d t d s\right]^{2}+\frac{1}{T^{4}}\left[\int_{0}^{T} \int_{0}^{T} \rho(t-s+\tau) d t d s\right]^{2}+ \\
+\frac{2}{T^{2}} \int_{0}^{T}(T-s)\left[\rho^{2}(s)+\rho(s+\tau) \rho(s-\tau)\right] d s- \\
-\frac{1}{T^{3}} \int_{0}^{T} \int_{0}^{T} \int_{0}^{T}[\rho(t-s+\tau) \rho(s-u+\tau)+2 \rho(t-s) \rho(s-u)+ \\
\quad+\rho(t-s-\tau) \rho(s-u-\tau)] d t d s d u \tag{5.12}
\end{array}
$$

If in the definitions of the variables $\hat{\rho}(\tau), \hat{m}$ and $\hat{m}_{\tau}$ we substitute the integrals by corresponding integral sums, that is

$$
\hat{\rho}_{n}(\tau)=\frac{1}{n} \sum_{i=0}^{n-1}\left(X\left(t_{i}+\tau\right)-\frac{1}{n} \sum_{i=0}^{n-1} X\left(t_{i}+\tau\right)\right)\left(X\left(t_{i}\right)-\frac{1}{n} \sum_{i=0}^{n-1} X\left(t_{i}\right)\right)
$$

where $\left\{t_{i}\right\}$ is a partition of the interval $[0, T]$, then it is easy to see that $\hat{\rho}(\tau)$ is a mean square limit of the $\hat{\rho}_{n}(\tau)$. Therefore from the Definition 1.6 and Lemma 3.1, Chapter 6 in book [19] follows that for each $\tau \geqslant 0$, the variable $\hat{\rho}(\tau)-\mathbf{E} \hat{\rho}(\tau)$ is a square Gaussian random variable. Then from the Theorem 3.4 we have that for $0<A<\infty$ the following estimate is true:

$$
P\left\{\int_{0}^{A}|\hat{\rho}(\tau)-\mathbf{E} \hat{\rho}(\tau)|^{p} d \tau>\varepsilon\right\} \leqslant 2 \sqrt{1+\frac{\varepsilon^{1 / p} \sqrt{2}}{C^{\frac{1}{p}}}(p, T)} \exp \left\{-\frac{\varepsilon^{\frac{1}{p}}}{\sqrt{2} C^{\frac{1}{p}}(p, T)}\right\}
$$

From definition of the value $C(p, T)$ (see Theorem 3.4) and from formula (5.12) follows the expression (5.10) for $C(p, T)$.

Corollary 5.1. Let the conditions of the theorem 5.4 hold. Then for

$$
u \geqslant\left(\frac{p}{\sqrt{2}}+\sqrt{\left(\frac{p}{2}+1\right) p}\right) C^{1 / p}(p, T)
$$

where $C(p, T)$ was defined in (5.10), the following inequality holds:
$P\left\{\left(\int_{0}^{A}|\hat{\rho}(\tau)-\mathbf{E} \hat{\rho}(\tau)|^{p} d \tau\right)^{1 / p}>u\right\} \leqslant 2 \sqrt{1+\frac{u \sqrt{2}}{C^{\frac{1}{p}}(p, T)}} \exp \left\{-\frac{u}{\sqrt{2} C^{\frac{1}{p}}(p, T)}\right\}$.
Theorem 5.5. Let $X$ be a measurable stationary Gaussian process with $\mathbf{E} X(t)=m$ and with covariance function defined in (5.8). Also, let $C(p, T)$ be such as defined in (5.10). Then for

$$
\varepsilon \geqslant\left(\int_{0}^{A}|r(\tau)|^{p} d \tau\right)^{1 / p}+\left(\frac{p}{\sqrt{2}}+\sqrt{\left(\frac{p}{2}+1\right) p}\right) C^{1 / p}(p, T)
$$

where $A$ is an arbitrary number and $r(\tau)$ is defined in (5.9), the following inequality holds:

$$
\begin{gathered}
P\left\{\left(\int_{0}^{A}|\hat{\rho}(\tau)-\rho(\tau)|^{p} d \tau\right)^{1 / p}>\varepsilon\right\} \leqslant \\
\leqslant 2\left(1+\frac{\left(\varepsilon-\left(\int_{0}^{A}|r(\tau)|^{p} d \tau\right)^{1 / p}\right) \sqrt{2}}{C^{\frac{1}{p}}(p, T)}\right)^{1 / 2} \exp \left\{-\frac{\varepsilon-\left(\int_{0}^{A}|r(\tau)|^{p} d \tau\right)^{1 / p}}{\sqrt{2} C^{\frac{1}{p}}(p, T)}\right\} .
\end{gathered}
$$

Proof. It is easy to see that the following inequalities hold true:

$$
\begin{aligned}
& \left(\int_{0}^{A}|\hat{\rho}(\tau)-\rho(\tau)|^{p} d \tau\right)^{1 / p}=\left(\int_{0}^{A}|\hat{\rho}(\tau)-\mathbf{E} \hat{\rho}(\tau)-r(\tau)|^{p} d \tau\right)^{1 / p} \leqslant \\
& \leqslant\left(\int_{0}^{A}|\hat{\rho}(\tau)-\mathbf{E} \hat{\rho}(\tau)|^{p} d \tau\right)^{1 / p}+\left(\int_{0}^{A}|r(\tau)|^{p} d \tau\right)^{1 / p} .
\end{aligned}
$$

For any $\varepsilon>0$ we have that

$$
\begin{aligned}
& P\left\{\left(\int_{0}^{A}|\hat{\rho}(\tau)-\rho(\tau)|^{p} d \tau\right)^{1 / p}>\varepsilon\right\} \leqslant \\
& \quad \leqslant P\left\{\left(\int_{0}^{A}|\hat{\rho}(\tau)-\mathbf{E} \hat{\rho}(\tau)|^{p} d \tau\right)^{1 / p}>\varepsilon-\left(\int_{0}^{A}|r(\tau)|^{p} d \tau\right)^{1 / p}\right\}
\end{aligned}
$$

Now, if we choose

$$
\varepsilon \geqslant\left(\int_{0}^{A}|r(\tau)|^{p} d \tau\right)^{1 / p}+\left(\frac{p}{\sqrt{2}}+\sqrt{\left(\frac{p}{2}+1\right) p}\right) C^{1 / p}(p, T)
$$

where $C(p, T)$ was defined in (5.12), then form the corollary 5.1 we get the assertion of the this theorem .

Let $\mathbb{H}$ be the hypothesis, which says that under $0 \leqslant \tau \leqslant A$ the covariance function of a real valued measurable stationary Gaussian process $X$ with unknown mean is equal to $\rho(\tau)$. As an estimate for $\rho(\tau)$ we shall take $\hat{\rho}(\tau)$.

Let's define

$$
g(\varepsilon)=2 \sqrt{1+\frac{\varepsilon \sqrt{2}}{C^{\frac{1}{p}}(p, T)}} \exp \left\{-\frac{\varepsilon}{\sqrt{2} C^{\frac{1}{p}}(p, T)}\right\} .
$$

Then from the theorem 5.5 follows that if

$$
\varepsilon \geqslant z_{p}:=\left(\int_{0}^{A}|r(\tau)|^{p} d \tau\right)^{1 / p}+\left(\frac{p}{\sqrt{2}}+\sqrt{\left(\frac{p}{2}+1\right) p}\right) C^{1 / p}(p, T),
$$

then

$$
P\left\{\left(\int_{0}^{A}|\widehat{\rho}(\tau)-\rho(\tau)|^{p} d \tau\right)^{1 / p}>\varepsilon\right\} \leqslant g\left(\varepsilon-\left(\int_{0}^{A}|r(\tau)|^{p} d \tau\right)^{1 / p}\right)
$$

Let $\varepsilon_{\delta}$ be a solution of the equation $g\left(\varepsilon-\left(\int_{0}^{A}|r(\tau)|^{p} d \tau\right)^{1 / p}\right)=\delta$, where $0<\delta<1$.
Remark 5.8. Let's define $D(u)=2 \sqrt{1+\sqrt{2} u} \exp \left\{-\frac{u}{\sqrt{2}}\right\}$. Then $D(0)=2$
and for $u \geqslant 0, D(u)$ is monotonically decreasing to zero, therefore the equation $D(u)=\delta$ has only one solution, which we shall denote as $u_{\delta}$. The equation $g\left(\varepsilon-\left(\int_{0}^{A}|r(\tau)|^{p} d \tau\right)^{1 / p}\right)=\delta$ for $\varepsilon>\left(\int_{0}^{A}|r(\tau)|^{p} d \tau\right)^{1 / p}$ can be written as

$$
D\left(\frac{\varepsilon-\left(\int_{0}^{A}|r(\tau)|^{p} d \tau\right)^{1 / p}}{C^{\frac{1}{p}}(p, T)}\right)=\delta
$$

Thus, this equation has the only solution $\varepsilon_{\delta}=u_{\delta} C^{\frac{1}{p}}(p, T)+\left(\int_{0}^{A}|r(\tau)|^{p} d \tau\right)^{1 / p}$.
Let's choose $S_{\delta}=\max \left\{\varepsilon_{\delta}, z_{p}\right\}$. Then it is evident that $g\left(S_{\delta}\right) \leqslant \delta$ and

$$
\begin{equation*}
P\left\{\left(\int_{0}^{A}|\widehat{\rho}(\tau)-\rho(\tau)|^{p} d \tau\right)^{1 / p}>S_{\delta}\right\} \leqslant \delta \tag{5.13}
\end{equation*}
$$

Then for testing the hypothesis $\mathbb{H}$ we can use the following criterion.
Criterion 5.3. For a given confidence level $\delta$ the hypothesis $\mathbb{H}$ is accepted if

$$
\left(\int_{0}^{A}|\hat{\rho}(\tau)-\rho(\tau)|^{p} d \tau\right)^{1 / p} \leqslant S_{\delta}
$$

otherwise, the hypothesis is rejected.
Remark 5.9. In this criterion, the type I error (or error of the first kind) does not exceed $\delta$. Since in this paper we do not consider an alternative hypothesis, then we do not estimate the type II error here. But we would like to note that in the case, when neither $r(T, \tau)$, nor $C(p, T)$ tend to zero under $T \rightarrow \infty$, the type II error can not be made arbitrarily small. We plan to consider similar criterion with different alternative hypotheses and to study its asymptotic properties in the next paper.
Example 5.3. Let's consider the hypothesis that the covariance function of a stochastic process is the following:

$$
\rho(\tau)=\left(1+\frac{\tau^{2}}{a^{2}}\right)^{-\nu}
$$

where $a>0, \nu>0$ are known numbers. We restrict ourselves to the case, which is the most frequently used in meteorological studies, that is

$$
\begin{equation*}
\rho(\tau)=\frac{a^{2}}{\tau^{2}+a^{2}} \tag{5.14}
\end{equation*}
$$

and we estimate each of the integrals in the definition of the value $C(p, T)$. We have that

$$
\begin{aligned}
& I_{1}=\int_{0}^{T} \int_{0}^{T} \rho(t-s) d t d s=\int_{0}^{T} \int_{0}^{T} \frac{a^{2}}{a^{2}+(t-s)^{2}} d t d s= \\
= & a \int_{0}^{T}\left(\operatorname{arctg} \frac{T-s}{a}+\operatorname{arctg} \frac{s}{a}\right) d s \leqslant a \int_{0}^{T}\left(\left|\operatorname{arctg} \frac{T-s}{a}\right|+\left|\operatorname{arctg} \frac{s}{a}\right|\right) d s \leqslant \pi a T
\end{aligned}
$$

Due to the similar considerations we obtain an estimate for the next integral:

$$
\begin{gathered}
I_{2}=\int_{0}^{T} \int_{0}^{T} \rho(t-s+\tau) d t d s=a \int_{0}^{T}\left(\operatorname{arctg} \frac{T-s+\tau}{a}+\operatorname{arctg} \frac{\tau-s}{a}\right) d s \leqslant \\
\quad \leqslant a \int_{0}^{T}\left(\left|\operatorname{arctg} \frac{T-s+\tau}{a}\right|+\left|\operatorname{arctg} \frac{\tau-s}{a}\right|\right) d s \leqslant \pi a T
\end{gathered}
$$

In the paper [83], it was shown that if a covariance function $\rho(\tau)$ is continuous one, then

$$
I_{3}=\int_{0}^{T}(T-s)\left(\rho^{2}(s)+\rho(s+\tau) \rho(s-\tau)\right) d s \leqslant 4 T \rho^{2}(0)
$$

Since now we are considering continuous covariance function, then the estimate given above holds in our case too.

Taking into account estimates for the integrals $I_{1}-I_{4}$ and the fact that $D \hat{\rho}(\tau)>0$ we get an estimate for $C(p, T)$ :

$$
\begin{equation*}
C(p, T) \leqslant A\left[\frac{2(\pi a)^{2}}{T^{2}}+\frac{4 \rho^{2}(0)}{T}\right]^{p / 2} \tag{5.15}
\end{equation*}
$$

Let's now estimate the value of $r(\tau)$. Due to the similar considerations as in the case of estimating $I_{2}$, we get that:

$$
\begin{equation*}
r(\tau)=\frac{a^{2}}{T^{2}} \int_{0}^{T} \int_{0}^{T} \frac{d s d t}{a^{2}+(s-t-\tau)^{2}} \leqslant \frac{\pi a T}{T^{2}}=\frac{\pi a}{T} . \tag{5.16}
\end{equation*}
$$

From the inequalities (5.15) and (5.16) follows that $C(p, T) \rightarrow 0$ and $r(\tau) \rightarrow$ 0 as $T \rightarrow \infty$. This means that for testing the hypothesis about covariance function, given in (5.14), we can use the Criterion 5.3.

### 5.4. A criterion for testing hypotheses about the covariance function of a stationary Gaussian stochastic process when the alternative hypothesis is available

In the previous sections were formulated the criteria for testing hypotheses about the covariance function of Gaussian stationary stochastic process. Namely were proposed the hypotheses which we accepted when the certain conditions holds and otherwise the hypotheses were rejected. In additional, in this subsection we consider the problem of testing hypotheses about the covariance function of a stationary Gaussian stochastic process when the alternative hypothesis is available.

Let $X=\{X(t), t \in \mathbb{T}=[0, T+A], 0<T<\infty, 0<A<\infty\}, E X(t)=0$ be a measurable real-valued Gaussian stationary stochastic process with the covariance function

$$
\rho(\tau)=E X(t+\tau) X(t), \quad 0 \leqslant \tau \leqslant A
$$

and defined on the probability space $\{\Omega, \mathcal{B}, P\}$.
We suppose that $\mathbb{H}_{1}$ is the hypothesis, which consists in the fact that if $0 \leqslant \tau \leqslant A$ then the covariance function of real-valued Gaussian stationary stochastic process $X$ equals to $\rho_{1}(\tau)$. As a estimation of the covariance function we choose the correlogram $\hat{\rho}(\tau)$ that is defined in (3.8). Let there exist an alternative hypothesis $\mathbb{H}_{2}$ which consists in the fact that if $0 \leqslant \tau \leqslant$ $A$ then the covariance function of real-valued Gaussian stationary stochastic process $X$ equals to $\rho_{2}(\tau)$. We assume that $\rho_{1}(\tau) \geqslant \rho_{2}(\tau)$.

Let $\varepsilon_{\delta}$ be a solution of the equation $g(\varepsilon)=\delta$ for a given $0<\delta<1$, where

$$
g(\varepsilon)=2 \sqrt{1+\frac{\varepsilon^{1 / p} \sqrt{2}}{C_{p}^{\frac{1}{p}}}} \exp \left\{-\frac{\varepsilon^{\frac{1}{p}}}{\sqrt{2} C_{p}^{\frac{1}{p}}}\right\} .
$$

From Theorem 3.4 we have that if condition $\varepsilon \geqslant z_{p}=C_{p}\left(\frac{p}{\sqrt{2}}+\sqrt{\left(\frac{p}{2}+1\right) p}\right)^{p}$ holds, then

$$
P\left\{\int_{0}^{A}|\hat{\rho}(\tau)-\rho(\tau)|^{p} d \tau>\varepsilon\right\} \leqslant g(\varepsilon) .
$$

Denote $S_{\delta}=\max \left\{\varepsilon_{\delta}, z_{p}\right\}$.
Criterion 5.4. For a given level of confidence $\delta$ the hypothesis $\mathbb{H}_{1}$ about that the covariance function of Gaussian stationary stochastic process equals to $\rho_{1}(\tau)$ is accepted if

$$
\begin{equation*}
\int_{0}^{A}\left|\hat{\rho}(\tau)-\rho_{1}(\tau)\right|^{p} d \tau<S_{\delta} \tag{5.17}
\end{equation*}
$$

The hypothesis $\mathbb{H}_{2}$ about that the covariance function of Gaussian stationary stochastic process equals to $\rho_{2}(\tau)$ is accepted if

$$
\begin{equation*}
\int_{0}^{A}\left|\hat{\rho}(\tau)-\rho_{2}(\tau)\right|^{p} d \tau<S_{\delta} \tag{5.18}
\end{equation*}
$$

If both of the inequalities (5.17) and (5.18) hold true or not true, none of the inequalities, then the main and the alternative hypotheses are rejected. This is means that for the application of this criterion are not enough data. It needs to increase the upper limit of the interval, calculate all constants and check whether the mentioned inequalities hold true.

### 5.5. A criterion for testing hypotheses about the covariance function of non-stationary Gaussian random process

In all previous section of this chapter were considered Gaussian stationary random processes. Based on the estimates that were obtained in the section 1.6 we can prove theorem that is similar to the previous cases and with it help formulate a criteria for testing hypotheses about the covariance function of non-stationary Gaussian stochastic process.

Consider measurable real-valued Gaussian non-stationary stochastic process $X=\{X(t), t \in \mathbb{T}=[0, T], 0<T<\infty\}, E X(t)=0$ with the covariance function

$$
\rho(t, s)=E X(t) X(s), \quad 0 \leqslant t \leqslant T, \quad 0 \leqslant s \leqslant T
$$

and defined on the probability space $\{\Omega, \mathcal{B}, P\}$.

As an estimator of the covariance function $\rho(t, s)$ we choose

$$
\begin{equation*}
\widehat{\rho}_{n}(t, s)=\frac{1}{N} \sum_{i=1}^{N} X\left(t_{i}\right) X\left(s_{i}\right), \tag{5.19}
\end{equation*}
$$

where $X_{i}(t), X_{i}(s), i=1, \ldots, N$ are observed independent trajectories of the process $X$.
Remark 5.10. Since,

$$
\mathbf{E} \widehat{\rho}_{n}(t, s)=\mathbf{E}\left(\frac{1}{N} \sum_{i=1}^{N} X_{i}(t) X_{i}(s)\right)=\frac{1}{N} \sum_{i=1}^{N} \rho(t, s)=\rho(t, s),
$$

then $\widehat{\rho}_{n}(t, s)$ is unbiased estimate for $\rho(t, s)$.

Theorem 5.6. Let $X$ be a measurable real-valued non-stationary Gaussian stochastic process, $X_{i}(t), 0 \leqslant t \leqslant T$ and $X_{i}(s), 0 \leqslant s \leqslant T, i=1,2, \ldots, N$ are observed independent trajectories of the process $X$. Let $\mathbf{E} X(t)=0$, $\rho(t, s)$ be a covariance function of this process and

$$
C_{p}=\frac{1}{N^{p}} \int_{0}^{T} \int_{0}^{T}\left(\rho(t, t) \rho(s, s)+\rho^{2}(t, s)\right)^{p} d t d s
$$

If condition
holds, then

$$
P\left\{\int_{0}^{T} \int_{0}^{T}\left(\widehat{\rho}_{n}(t, s)-\rho(t, s)\right)^{p} d t d s>\varepsilon\right\} \leqslant 2 \sqrt{1+\frac{\varepsilon^{1 / p} \sqrt{2}}{C_{p}^{\frac{1}{p}}}} \exp \left\{-\frac{\varepsilon^{\frac{1}{p}}}{\sqrt{2} C_{p}^{\frac{1}{p}}}\right\} .
$$

Proof. Consider

$$
\mathbf{E}\left(\widehat{\rho}_{n}(t, s)-\rho(t, s)\right)^{2}=\mathbf{E}\left(\widehat{\rho}_{n}(t, s)\right)^{2}-\rho^{2}(t, s) .
$$

From the Isserlis equality for jointly Gaussian random variables it follows

$$
\mathbf{E} \widehat{\rho}_{n}^{2}(t, s)=\mathbf{E}\left(\frac{1}{N^{2}} \sum_{i=1}^{N} \sum_{k=1}^{N} X_{i}(t) X_{i}(s) X_{k}(t) X_{k}(s)\right)=
$$

$$
\begin{aligned}
& =\frac{1}{N^{2}} \sum_{i=1}^{N} \sum_{k=1}^{N} \mathbf{E} X_{i}(t) X_{i}(s) X_{k}(t) X_{k}(s)= \\
& =\frac{1}{N^{2}} \sum_{i=1}^{N} \sum_{k=1}^{N}\left(\mathbf{E} X_{i}(t) X_{i}(s) \mathbf{E} X_{k}(t) X_{k}(s)+\mathbf{E} X_{i}(t) X_{k}(t) \mathbf{E} X_{k}(s) X_{i}(s)+\right. \\
& \left.\quad+\mathbf{E} X_{k}(t) X_{i}(s) \mathbf{E} X_{k}(s) X_{i}(t)\right)=\rho^{2}(t, s)+ \\
& +\frac{1}{N^{2}} \sum_{i=1}^{N} \sum_{k=1}^{N}\left(\mathbf{E} X_{i}(t) X_{k}(t) \mathbf{E} X_{k}(s) X_{i}(s)+\mathbf{E} X_{k}(t) X_{i}(s) \mathbf{E} X_{k}(s) X_{i}(t)\right)
\end{aligned}
$$

Since $\rho(t, s)=\rho(s, t)$ and

$$
\mathbf{E} X_{i}(t) X_{k}(s)=\left\{\begin{array}{cc}
0, & \text { при } i \neq k \\
\rho(t, s), & \mathrm{i}=k
\end{array}\right.
$$

then

$$
\mathbf{E} \widehat{\rho}_{n}^{2}(t, s)=\rho^{2}(t, s)+\frac{1}{N}\left(\rho(t, t) \rho(s, s)+\rho^{2}(t, s)\right)
$$

Hence

$$
\begin{equation*}
\mathbf{E}\left(\widehat{\rho}_{n}(t, s)-\rho(t, s)\right)^{2}=\frac{1}{N}\left(\rho(t, t) \rho(s, s)+\rho^{2}(t, s)\right) . \tag{5.20}
\end{equation*}
$$

From the values of $\widehat{\rho}_{n}(t, s), \rho(t, s)$, Definition 1.6 and Lemma 3.1, Chapter 6 in book [19] it follows that for all $t, s \in \mathbb{T} \widehat{\rho}_{n}(t, s)-\rho(t, s)$ is a square Gaussian stochastic process. From Theorem 3.4 follows that

$$
P\left\{\int_{0}^{T} \int_{0}^{T}\left|\widehat{\rho}_{n}(t, s)-\rho(t, s)\right|^{p} d t d s>\varepsilon\right\} \leqslant 2 \sqrt{1+\frac{\varepsilon^{1 / p} \sqrt{2}}{C_{p}^{\frac{1}{p}}}} \exp \left\{-\frac{\varepsilon^{\frac{1}{p}}}{\sqrt{2} C_{p}^{\frac{1}{p}}}\right\}
$$

Applying equality (5.20) we obtain

$$
C_{p}=\frac{1}{N^{p}} \int_{0}^{T} \int_{0}^{T}\left(\rho(t, t) \rho(s, s)+\rho^{2}(t, s)\right)^{p} d t d s
$$

Denote

$$
g(\varepsilon)=2 \sqrt{1+\frac{\varepsilon^{1 / p} \sqrt{2}}{C_{p}^{\frac{1}{p}}}} \exp \left\{-\frac{\varepsilon^{\frac{1}{p}}}{\sqrt{2} C_{p}^{\frac{1}{p}}}\right\} .
$$

From the Theorem 5.6 it follows that if $\varepsilon \geqslant z_{p}=C_{p}\left(\frac{p}{\sqrt{2}}+\sqrt{\left(\frac{p}{2}+1\right) p}\right)^{p}$,
then

$$
P\left\{\int_{0}^{T} \int_{0}^{T}\left|\widehat{\rho}_{n}(t, s)-\rho(t, s)\right|^{p} d t d s>\varepsilon\right\} \leqslant g(\varepsilon) .
$$

Let $\varepsilon_{\delta}$ be a solution of the equation $g(\varepsilon)=\delta$, where $0<\delta<1$. Put $S_{\delta}=\max \left\{\varepsilon_{\delta}, z_{p}\right\}$. Then it is obvious that $g\left(S_{\delta}\right) \leqslant \delta$ and

$$
\begin{equation*}
P\left\{\int_{0}^{T} \int_{0}^{T}\left|\widehat{\rho}_{n}(t, s)-\rho(t, s)\right|^{p} d t d s>\varepsilon\right\} \leqslant \delta . \tag{5.21}
\end{equation*}
$$

Let $\mathbb{H}$ be the hypothesis that the covariance function of a measurable real-valued non-stationary Gaussian stochastic process $X$ equals to $\rho(t, s)$ if $0 \leqslant t \leqslant T, 0 \leqslant s \leqslant T$. As a estimation of the $\rho(t, s)$ we choose $\widehat{\rho}_{n}(t, s)$. From the Theorem 5.6 it follows that to test the hypothesis one can use the following criterion.
Criterion 5.5. For a given level of confidence $\delta$ the hypothesis $\mathbb{H}$ is accepted if

$$
\int_{0}^{T} \int_{0}^{T}\left|\widehat{\rho}_{n}(t, s)-\rho(t, s)\right|^{p} d t d s<S_{\delta}
$$

otherwise hypothesis is rejected.
Remark 5.11. By using this criteria the error of the first kind does not exceed $\delta$.

## Chapter 6

## Square Gaussian stochastic processes defined on $\mathbb{R}^{+}$.

Orlicz space, considered in the first chapter, contains a wide class of random variables and processes. An important role among them occupy square Gaussian random variables and processes. This is the class we use for the estimation of correlation function of Gaussian stochastic process. Square Gaussian random processes were first introduced by Ryzhov Yu.M. and were investigated by Kozachenko Yu.V., Moklyachuk O.M.,Oleshko T., Stadnik A.

This chapter is devoted to investigation Square Gaussian stochastic processes defined on $\mathbb{R}^{+}$. The problem of estimation for distribution of supremuma for such processes is considered. Obtained inequalities are applied for investigation of stationary in wide sense square Gaussian stochastic processes. For the real-valued stationary Gaussian stochastic process the estimations for correlogram deviation from correlation function in uniform metric are obtained and criterion for testing of hypothesis about correlation function of Gaussian stationary stochastic processes is constructed.

Using both, criterion constructed in previous chapter and criterion which was constructed in this chapter, enable us significantly reduce the probability of the second type's error.

### 6.1. The estimations for distribution of supremuma Square Gaussian stochastic processes

Let $\{\Omega, \mathcal{B}, P\}$ be a common probability space, $U(x)=e^{|x|}-1$.
Suppose that function $R_{1}(s),-A_{1}<s<A_{2}, A_{1}>0, A_{2}>0$ (is possible that $A_{1}=\infty$ and $\left.A_{2}=\infty\right)$ is continuous and such that $R_{1}(0)=1$ and $R_{1}(s)$ increases monotonically with $s>0$ and decreases monotonically with $s<0$.

Suppose also that $R_{2}(s),|s|<A, A>0$ (is possible that $A=\infty$ ) is even function, such, that $R_{2}(0)=1$ and $R_{2}(s)$ increases monotonically with $s>0$.
Definition 6.1. [52] Will say that stochastic process $X=\{X(t), t \in \mathbf{T}\}$, where $\mathbf{T}$ is some parametric set from the space $L_{U}(\Omega), U(x)=e^{|x|}-1$, belongs to the class $O\left(R_{1}, R_{2}\right)$, if in space $L_{U}(\Omega)$ exist such norm $\langle\langle\cdot\rangle\rangle$, that the following conditions hold true:

1) one can found such constants $K_{1}$ and $K_{2}$, that for all $t \in \mathbf{T}, u \in \mathbf{T}$,
we will have

$$
\begin{gathered}
K_{2}\|X(t)\| \leqslant\langle\langle X(t)\rangle\rangle \leqslant K_{1}\|X(t)\|, \\
K_{2}\|X(t)-X(u)\| \leqslant\langle\langle X(t)-X(u)\rangle\rangle \leqslant K_{1}\|X(t)-X(u)\|,
\end{gathered}
$$

where $\|\cdot\|$ is Luxemburg norm in the space $L_{U}(\Omega)$,
2) for $-A_{1}<s<A_{2}, t \in \mathbf{T}$ we have

$$
E \exp \left\{s \frac{X(t)}{\langle\langle X(t)\rangle\rangle}\right\} \leqslant R_{1}(s),
$$

3) for $|s|<A, t, u \in \mathbf{T}$ we have

$$
E \exp \left\{s \frac{X(t)-X(u)}{\langle\langle X(t)-X(s)\rangle\rangle}\right\} \leqslant R_{2}(s),
$$

4) 

$$
\sup _{m(t, s)<h}\langle\langle X(t)-X(s)\rangle\rangle \leqslant \sigma(h),
$$

where $\sigma=\{\sigma(h), h \geqslant 0\}$, is continuous monotone increasing function, $\sigma(0)=0$ and $\sigma(h) \longrightarrow 0$ for $h \longrightarrow 0, m(t, s)$ is a metric in the space (T, $m$ ).

Lemma 6.1. [52] Square Gaussian stochastic process $X=\{X(t), t \in \mathbf{T}\}$ belongs to the class $O(R, R)$, where

$$
\begin{gathered}
R(s)=\exp \left\{-\frac{|s|}{2}\right\}(1-|s|)^{-\frac{1}{2}}, \quad|s|<1 \\
\langle\langle X(t)\rangle\rangle=\sqrt{2}\left(E|X(t)|^{2}\right)^{\frac{1}{2}} \\
\langle\langle X(t)-X(s)\rangle\rangle=\sqrt{2}\left(E\left((X(t)-X(s))^{2}\right)^{\frac{1}{2}}\right.
\end{gathered}
$$

Let $(\mathbf{T}, m)$ be a compact metric space with metrics $m$ and let $X=$ $\{X(t), t \in \mathbf{T}\}$ be separable square-Gaussian stochastic process.

Suppose, that exist continuous function $\sigma=\{\sigma(h), h>0\}$, strictly monotone increasing such that $\sigma(h) \longrightarrow 0$ for $h \longrightarrow 0$ and the following inequality holds

$$
\sup _{m(t, s)<h, t, s \in \mathbf{T}}\left(E(X(t)-X(s))^{2}\right)^{\frac{1}{2}} \leqslant \sigma(h) .
$$

Remark 6.1. If process $X(t)$ is continuous in $L_{2}$-norm, then the function

$$
\sigma(h)=\sup _{m(t, s)<h, t, s \in \mathbf{T}}\left(E(X(t)-X(s))^{2}\right)^{\frac{1}{2}}
$$

has this property if it is continuous and strictly monotone increasing. We introduce the following notation:

- $\varepsilon_{0}=\inf _{t \in \mathbf{T}} \sup _{s \in \mathbf{T}} m(t, s)$,
- $\delta_{0}=\sup _{t \in \mathbf{T}}\left(E|X(t)|^{2}\right)^{\frac{1}{2}}$,
- $\sigma^{(-1)}(h)$-inverse to $\sigma(u)$ function,
- $t_{0}=\sigma\left(\varepsilon_{0}\right)$,
- $N(\varepsilon)$-the smallest number of closed balls of radius $\varepsilon$, which cover (T, $m$ ),
- $r(u)>0, u \geqslant 1$ is monotone increasing function, $r(u) \longrightarrow \infty$ for $u \longrightarrow \infty$, such, that $r\left(e^{t}\right)$ is convex function for $t \geqslant 0$.

Theorem 6.1. If the condition

$$
\int_{0}^{t_{0}} r\left(N\left(\sigma^{(-1)}(v)\right)\right) d v<\infty
$$

holds, then for all real $p, 0<p<1$, and $u$ such that

$$
0<u<\frac{1-p}{\sqrt{2}} \min \left\{\frac{1}{\delta_{0}}, \frac{1}{t_{0}}\right\}
$$

we have the inequality

$$
\begin{gather*}
E \exp \left\{u \sup _{t \in \mathbf{T}}|X(t)|\right\} \leqslant 2\left(R\left(\frac{u \sqrt{2} \delta_{0}}{1-p}\right)\right)^{1-p}\left(R\left(\frac{u \sqrt{2} t_{0}}{1-p}\right)\right)^{p} \times \\
\times r^{(-1)}\left(\frac{1}{t_{0} p} \int_{0}^{t_{0} p} r\left(N\left(\sigma^{(-1)}(v)\right)\right) d v\right), \tag{6.1}
\end{gather*}
$$

where

$$
\begin{equation*}
R(z)=(1-z)^{-\frac{1}{2}} \exp \left\{-\frac{z}{2}\right\}, \tag{6.2}
\end{equation*}
$$

$0 \leqslant z<1$
Proof. The proof of the theorem follows from lemma 4.1 [59] if $M=1, A^{+}=$ 1.

Corollary 6.1. Let the conditions of theorem 6.1 hold and $z_{0}=\max \left(\delta_{0}, t_{0}\right)$. Then for $0<p<1$ and for all

$$
0<u<\frac{1-p}{z_{0} \sqrt{2}}
$$

inequality

$$
\begin{equation*}
E \exp \left\{u \sup _{t \in \mathbf{T}}|X(t)|\right\} \leqslant 2 R\left(\frac{u \sqrt{2} z_{0}}{1-p}\right) r^{(-1)}\left(\frac{1}{t_{0} p} \int_{0}^{t_{0} p} r\left(N\left(\sigma^{(-1)}(v)\right)\right) d v\right) \tag{6.3}
\end{equation*}
$$

## holds.

Proof. Since the function $R(z)$ is monotone increasing for $0<z<1$, then corollary follows from the theorem 6.1.

Let ( $\mathbf{T}, m$ )-be separable finite dimensional metric space. Suppose, that space ( $\mathbf{T}, m$ ) can be represented as a countable union of compact sets $B_{k}$, $k=1,2, \ldots$, namely $\mathbf{T}=\bigcup_{k=1}^{\infty} B_{k}$. Consider a separable square Gaussian stochastic process $X=\{X(t), t \in \mathbf{T}\}$.

Assume the existence of such continuous strictly monotone increasing functions $\sigma_{k}=\left\{\sigma_{k}(h), h>0\right\}$, that $\sigma_{k}(h) \longrightarrow 0$ when $h \longrightarrow 0$, for which the next inequalities hold

$$
\sup _{m(t, s)<h, t, s \in B_{k}}\left(E(X(t)-X(s))^{2}\right)^{\frac{1}{2}} \leqslant \sigma_{k}(h) .
$$

We denote

- $\varepsilon_{0 k}=\inf _{t \in B_{k}} \sup _{s \in B_{k}} m(t, s)$,
- $\delta_{0 k}=\sup _{t \in B_{k}}\left(E|X(t)|^{2}\right)^{1 / 2}$,
- $\sigma_{k}^{(-1)}$-inverse to $\sigma_{k}$ function
- $t_{0 k}=\sigma_{k}\left(\varepsilon_{0 k}\right)$,
- $z_{0 k}=\max \left(\delta_{0 k}, t_{0 k}\right)$,
- $N_{k}(u)$ - the smallest number of closed balls of radius $u$, which cover $B_{k}$,
- $r(u)>0, u \geqslant 1$ - monotone increasing function, $r(u) \longrightarrow \infty$ for $u \longrightarrow \infty$, such, that function $r\left(e^{t}\right)$ is convex for $t \geqslant 0$.

From the theorem 6.1 the next theorem follows.
Theorem 6.2. If for all $k$ condition

$$
\int_{0}^{t_{0 k}} r\left(N_{k}\left(\sigma_{k}^{(-1)}(v)\right)\right) d v<\infty
$$

holds, then for all real $p, 0<p<1$ and $u$ such, that $0<u<\frac{1-p}{\sqrt{2}} \min \left\{\frac{1}{\delta_{0 k}}, \frac{1}{t_{0 k}}\right\}$ inequality

$$
\begin{gather*}
E \exp \left\{u \sup _{t \in B_{k}}|X(t)|\right\} \leqslant 2\left(R\left(\frac{u \sqrt{2} \delta_{0 k}}{1-p}\right)\right)^{1-p}\left(R\left(\frac{u \sqrt{2} t_{0 k}}{1-p}\right)\right)^{p} \times \\
\times r^{(-1)}\left(\frac{1}{t_{0 k} p} \int_{0}^{t_{0 k} p} r\left(N_{k}\left(\sigma_{k}^{(-1)}(v)\right)\right) d v\right) \tag{6.4}
\end{gather*}
$$

is true, where $R(z)$ defined in (6.2), $0 \leqslant z<1$.
Theorem 6.3. Let $c(t), t \in \mathbf{T}$ be continuous function and $0<c(t)<1$ for all $t \in T$. We denote $\gamma_{k}=\sup _{t \in B_{k}}|c(t)|$. If for $0<p<1$ conditions

1) $d=\sum_{k=1}^{\infty} \gamma_{k} z_{0 k}<\infty$,
2) $\int_{0}^{p t_{0 k}} r\left(N_{k}\left(\sigma_{k}^{(-1)}(v)\right)\right) d v<\infty$,
3) $\prod_{k=1}^{\infty}\left(r^{(-1)}\left(\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}} r\left(N_{k}\left(\sigma_{k}^{(-1)}(v)\right)\right) d v\right)\right)^{\frac{\gamma_{k} z_{o k}}{d}}<\infty$
hold, then for all $0<u<\frac{1-p}{d \sqrt{2}}$ inequality

$$
\begin{gather*}
E \exp \left\{u \sup _{t \in \mathbf{T}}|c(t) X(t)|\right\} \leqslant 2 R\left(\frac{u d \sqrt{2}}{1-p}\right) \times \\
\times \prod_{k=1}^{\infty}\left(r^{(-1)}\left(\frac{1}{t_{0 k} p} \int_{0}^{t_{0 k} p} r\left(N_{k}\left(\sigma_{k}^{(-1)}(v)\right)\right) d v\right)\right)^{\frac{\gamma_{k} z_{o k}}{d}} \tag{6.5}
\end{gather*}
$$

is true, where $R(s)=\exp \left\{-\frac{|s|}{2}\right\}(1-|s|)^{-\frac{1}{2}},|s|<1$.
Proof. Obviously, that

$$
\sup _{t \in \mathbf{T}}|c(t) X(t)| \leqslant \sup _{k} \sup _{t \in B_{k}}|c(t) \| X(t)|=\sum_{k=1}^{\infty} \gamma_{k} \sup _{t \in B_{k}}|X(t)| .
$$

Then for $u>0$

$$
\begin{equation*}
E \exp \left\{u \sup _{t \in \mathbf{T}}|c(t) X(t)|\right\} \leqslant E \exp \left\{u \sum_{k=1}^{\infty} \gamma_{k} \sup _{t \in B_{k}}|X(t)|\right\} . \tag{6.6}
\end{equation*}
$$

Will choose $z_{0 k}=\max \left(\delta_{0 k}, t_{0 k}\right)$. Since $R(z)$ is monotone increasing function for $0<z<1$, then from theorem 6.2 and corollary 6.1 for all $k$ and

$$
0<u<\frac{1-p}{\sqrt{2}} \frac{1}{z_{0 k}}
$$

the next inequality holds
$E \exp \left\{u \sup _{t \in B_{k}}|X(t)|\right\} \leqslant 2 R\left(\frac{u \sqrt{2} z_{0 k}}{1-p}\right) r^{(-1)}\left(\frac{1}{t_{0 k} p} \int_{0}^{t_{0 k} p} r\left(N_{k}\left(\sigma_{k}^{(-1)}(v)\right)\right) d v\right)$.

Assume that $\left\{q_{k}\right\}$ is such sequence, that $q_{k}>1, k=1,2, \ldots$ and $\sum_{k=1}^{\infty} \frac{1}{q_{k}}=$ 1.

From (6.6), (6.7) and Holder inequality [19] follows, that for $u>0$ for which all inequalities $0<u \gamma_{k} q_{k}<\frac{1-p}{\sqrt{2}} \frac{1}{z_{0 k}}, k=1,2, \ldots$ hold, we have

$$
\begin{gathered}
E \exp \left\{u \sup _{t \in \mathbf{T}}|c(t) X(t)|\right\} \leqslant E \prod_{k=1}^{\infty} \exp \left\{u \gamma_{k} \sup _{t \in B_{k}}|X(t)|\right\} \leqslant \\
\leqslant \prod_{k=1}^{\infty}\left(E \exp \left\{u \gamma_{k} q_{k} \sup _{t \in B_{k}}|X(t)|\right\}\right)^{1 / q_{k}} \leqslant \\
\leqslant \prod_{k=1}^{\infty}\left(2 R\left(\frac{u \gamma_{k} q_{k} \sqrt{2} z_{0 k}}{1-p}\right) r^{(-1)}\left(\frac{1}{t_{0 k} p} \int_{0}^{t_{0 k} p} r\left(N_{k}\left(\sigma_{k}^{(-1)}(v)\right)\right) d v\right)\right)^{1 / q_{k}}= \\
=\prod_{k=1}^{\infty} 2^{1 / q_{k}} \prod_{k=1}^{\infty}\left(R\left(\frac{u \gamma_{k} q_{k} \sqrt{2} z_{0 k}}{1-p}\right)\right)^{1 / q_{k}} \times \\
\times \prod_{k=1}^{\infty}\left(r^{(-1)}\left(\frac{1}{t_{0 k} p} \int_{0}^{t_{0 k} p} r\left(N_{k}\left(\sigma_{k}^{(-1)}(v)\right)\right) d v\right)\right)^{1 / q_{k}} .
\end{gathered}
$$

Last inequality holds for all $u$, for wich inequalities

$$
0<u<\frac{1-p}{\sqrt{2}} \frac{1}{z_{0 k} \gamma_{k} q_{k}}
$$

hold for all $k=1,2, \ldots$ We denote $d=\sum_{k=1}^{\infty} \gamma_{k} z_{0 k}$ and choose $q_{k}=\frac{d}{\gamma_{k} z_{0 k}}$ $\left(q_{k}>1, \sum_{k=1}^{\infty} \frac{1}{q_{k}}=1\right)$.

Than for $0<u<\frac{1-p}{d \sqrt{2}}$ the following conditions hold true

$$
R\left(u \frac{q_{k} \gamma_{k} z_{0 k} \sqrt{2}}{1-p}\right)=R\left(u \frac{d \sqrt{2}}{1-p}\right)
$$

and

$$
\begin{gathered}
\prod_{k=1}^{\infty}\left(R\left(u \frac{q_{k} \gamma_{k} z_{0 k} \sqrt{2}}{1-p}\right)\right)^{\frac{1}{q_{k}}}= \\
=\left(R\left(u \frac{d \sqrt{2}}{1-p}\right)\right)^{\sum_{k=1}^{\infty} \frac{1}{q_{k}}}=R\left(u \frac{d \sqrt{2}}{1-p}\right) .
\end{gathered}
$$

Since

$$
\prod_{k=1}^{\infty} 2^{\frac{1}{q_{k}}}=2^{\sum_{k=1}^{\infty} \frac{1}{q_{k}}}=2
$$

we will have

$$
\begin{aligned}
& E \exp \left\{u \sup _{t \in \mathbf{T}}|c(t) X(t)|\right\} \leqslant 2 R\left(\frac{u d \sqrt{2}}{1-p}\right) \times \\
\times & \prod_{k=1}^{\infty}\left(r^{(-1)}\left(\frac{1}{t_{0 k} p} \int_{0}^{t_{0 k} p} r\left(N_{k}\left(\sigma_{k}^{(-1)}(v)\right)\right) d v\right)\right)^{\frac{\gamma_{k} z_{0 k}}{d}}
\end{aligned}
$$

for

$$
0<u<\frac{1-p}{d \sqrt{2}}
$$

Theorem 6.4. If the conditions of the theorem 6.3 hold, than for an arbitrary $x>0$ and $0<p<1$ the following inequality holds

$$
P\left\{\sup _{t \in T}|c(t) X(t)|>x\right\} \leqslant 2 \exp \left\{-\frac{x(1-p)}{d \sqrt{2}}\right\}\left(1+\frac{\sqrt{2} x(1-p)}{d}\right)^{1 / 2} \widetilde{\Phi}(p)
$$

where

$$
\widetilde{\Phi}(p)=\prod_{k=1}^{\infty} r^{(-1)}\left(\frac{1}{t_{0 k} p} \int_{0}^{t_{0 k} p} r\left(N_{k}\left(\sigma_{k}^{(-1)}(v)\right)\right) d v\right)^{\frac{\gamma_{k} z_{0 k}}{d}}
$$

Proof. From the theorem 6.3 and Chebyshev inequality follows, that for $x>0$ and $0<u<\frac{1-p}{d \sqrt{2}}$ we will obtain

$$
\begin{gathered}
P\left\{\sup _{t \in T}|c(t) X(t)|>x\right\} \leqslant \frac{E \exp \left\{u \sup _{t \in T}|c(t) X(t)|\right\}}{\exp \{u x\}} \leqslant \\
\leqslant 2 R\left(\frac{u d \sqrt{2}}{(1-p)}\right) \exp \{-u x\} \widetilde{\Phi}(p)= \\
= \\
2\left(1-\frac{u d \sqrt{2}}{(1-p)}\right)^{-1 / 2} \exp \left\{-\frac{u d \sqrt{2}}{2(1-p)}\right\} \exp \{-u x\} \widetilde{\Phi}(p) .
\end{gathered}
$$

Let us denote $D=\frac{d \sqrt{2}}{1-p}$. Then

$$
P\left\{\sup _{t \in T}|c(t) X(t)|>x\right\} \leqslant Z(u, x) \widetilde{\Phi}(p),
$$

for $0<u<\frac{1}{D}$, where

$$
Z(u, x)=2(1-u D)^{-1 / 2} \exp \left\{-\frac{u}{2}(D+2 x)\right\} .
$$

It is easy to verify, that for $0<u<\frac{1}{D}$ infinum of this function is achieved in the point $u=\frac{1}{D}-\frac{1}{D+2 x}<\frac{1}{D}$. Therefore,

$$
\inf _{0<u<\frac{1}{D}} Z(u, x)=2 \exp \left\{-\frac{x}{D}\right\}\left(\frac{D}{D+2 x}\right)^{-1 / 2}
$$

The last equality proves the theorem.

### 6.2. Stationary square Gaussian stochastic processes.

Let $X=\{X(t), t \geqslant 0\}$ be a stationary in the wide sense square Gaussian stochastic process and let for all $t, s \geqslant 0$,

$$
\left(E(X(t)-X(s))^{2}\right)^{\frac{1}{2}}=\widetilde{\sigma}(|t-s|)
$$

be true.
Assume that $\widetilde{\sigma}(|t-s|)<\sigma(|t-s|)$, where $\sigma=\{\sigma(u), u>0\}$ is strictly monotone increasing continuous function, $\sigma(u) \longrightarrow 0$ for $u \longrightarrow 0$ and
$\lim _{u \longrightarrow \infty} \sigma(u)=c_{\sigma}<\infty$. Since

$$
\left(E(X(t)-X(s))^{2}\right)^{1 / 2} \leqslant\left(E(X(t))^{2}\right)^{1 / 2}+\left(E(X(s))^{2}\right)^{1 / 2}
$$

then $c_{\sigma}=2\left(E(X(t))^{2}\right)^{1 / 2}$.
Let $\lambda=\left\{t_{0}, t_{1}, \ldots, t_{k}, \ldots\right\}, k=1,2, \ldots$ be such partition of $\mathbb{R}^{+}$, that $t_{0}=0, t_{k-1}<t_{k}, t_{k}-t_{k-1} \geqslant 1$ and $t_{k} \longrightarrow \infty$ for $k \longrightarrow \infty$ and let $c(t)>0$ be some continuous function, that $0<c(t)<1$.

Let us denote $B_{k}=\left[t_{k-1}, t_{k}\right], k=1,2, \ldots, \gamma_{k}=\sup _{t \in B_{k}}|c(t)|$.
As before, we denote

- $\varepsilon_{0 k}=\inf _{t \in B_{k}} \sup _{s \in B_{k}} m(t, s)$,
- $\delta_{0 k}=\sup _{t \in B_{k}}\left(E|X(t)|^{2}\right)^{1 / 2}$,
- $t_{0 k}=\sigma\left(\varepsilon_{0 k}\right)$,
- $z_{0 k}=\max \left(\delta_{0 k}, t_{0 k}\right)$,
- $N_{k}(u)$ - the smallest number of closed balls of radius $u$, which cover $B_{k}$,
- $r(u)>0, u \geqslant 1$ - monotone increasing function, $r(u) \longrightarrow \infty$ for $u \longrightarrow \infty$, such, that function $r\left(e^{t}\right)$ is convex for $t \geqslant 0$.

We will use this denotation throughout this section.
Lemma 6.2. Let $X=\{X(t), t \geqslant 0\}$ be a stationary separable square Gaussian stochastic processes.

If the following conditions hold

1) $\sum_{k=1}^{\infty} \gamma_{k}<\infty$,
2) $\sum_{k=1}^{\infty} \gamma_{k} \ln \left(t_{k}-t_{k-1}\right)<\infty$,
3) for some $\alpha>0$ and any $\varepsilon>0$

$$
\int_{0}^{\varepsilon}\left(\sigma^{(-1)}(u)\right)^{-\alpha} d u<\infty
$$

then for $0<p<1$ and $0<u<\frac{1-p}{d \sqrt{2}}$ inequality

$$
\begin{gathered}
E \exp \left\{u \sup _{t \in \mathbf{R}^{+}}|c(t) X(t)|\right\} \leqslant 2 R\left(\frac{u d \sqrt{2}}{1-p}\right) \times \\
\times \exp \left\{\frac{1}{d} \sum_{k=1}^{\infty} \gamma_{k} z_{0 k} \ln \left[\left(\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}}\left(1+\frac{t_{k}-t_{k-1}}{2 \sigma^{(-1)}(v)}\right)^{\alpha} d v\right)^{1 / \alpha}\right]\right\} \leqslant \\
\leqslant 2 R\left(\frac{u d \sqrt{2}}{1-p}\right) \exp \left\{\frac{1}{d} \sum_{k=1}^{\infty} \gamma_{k} z_{0 k}\left[\ln \left(t_{k}-t_{k-1}\right)+\frac{1}{\alpha} \ln R^{*}(p)\right]\right\}
\end{gathered}
$$

holds true, where
$d=\sum_{k=1}^{\infty} \gamma_{k} z_{0 k}$,
$R^{*}(p)=\sup _{k}\left\{\left(\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}}\left(1+\frac{1}{2 \sigma^{(-1)}(v)}\right)^{\alpha} d v\right)^{\frac{1}{\alpha}}\right\}$.

Proof. Lemma follows from the theorem 6.3. We put $r(v)=v^{\alpha}, v>0$, $\alpha>0$. In this case $T=\mathbb{R}, m(t, s)=|t-s|$. Since $B_{k}=\left[t_{k-1}, t_{k}\right]$, then

$$
N_{k}(u) \leqslant \frac{t_{k}-t_{k-1}}{2 u}+1
$$

and

$$
\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}} r\left(N_{k}\left(\sigma_{k}^{(-1)}(u)\right)\right) d u \leqslant \frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}} r\left(1+\frac{t_{k}-t_{k-1}}{2 \sigma^{(-1)}(u)}\right) d u
$$

(for stationary process $\left.\sigma_{k}(u)=\sigma(u), k=1,2, \ldots\right)$.
Since for $x \geqslant 1$ and $y>0$ the inequality

$$
1+x y \leqslant x(1+y)
$$

holds and taking into account that $r(v)=v^{\alpha}, \alpha>0$ is an increasing function, we have

$$
\begin{gathered}
r\left(1+\frac{t_{k}-t_{k-1}}{2 \sigma^{(-1)}(u)}\right) \leqslant r\left(\left(t_{k}-t_{k-1}\right)\left(1+\frac{1}{2 \sigma^{(-1)}(u)}\right)\right)= \\
=\left(t_{k}-t_{k-1}\right)^{\alpha}\left(1+\frac{1}{2 \sigma^{(-1)}(u)}\right)^{\alpha}
\end{gathered}
$$

Then

$$
\begin{gathered}
r^{(-1)}\left(\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}} r\left(N_{k}\left(\sigma^{(-1)}(u)\right)\right) d u\right)=\left(\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}} r\left(N_{k}\left(\sigma^{(-1)}(u)\right)\right) d u\right)^{\frac{1}{\alpha}} \leqslant \\
\leqslant\left(t_{k}-t_{k-1}\right)\left(\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}}\left(1+\frac{1}{2 \sigma^{(-1)}(u)}\right)^{\alpha} d v\right)^{\frac{1}{\alpha}}
\end{gathered}
$$

Thus,

$$
\begin{gather*}
\prod_{k=1}^{\infty}\left(r^{(-1)}\left(\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}} r\left(N_{k}\left(\sigma^{(-1)}(v)\right)\right) d v\right)\right)^{\frac{\gamma_{k} z_{0 k}}{d}}= \\
=\exp \left\{\frac{1}{d} \sum_{k=1}^{\infty} \gamma_{k} z_{0 k} \ln \left[r^{(-1)}\left(\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}} r\left(N_{k}\left(\sigma^{(-1)}(v)\right)\right) d v\right)\right]\right\}= \\
=\exp \left\{\frac{1}{d} \sum_{k=1}^{\infty} \gamma_{k} z_{0 k} \ln \left[\left(\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}}\left(1+\frac{t_{k}-t_{k-1}}{2 \sigma^{(-1)}(v)}\right)^{\alpha} d v\right)^{1 / \alpha}\right]\right\} \leqslant \\
\leqslant \exp \left\{\frac{1}{d} \sum_{k=1}^{\infty} \gamma_{k} z_{0 k} \ln \left[\left(t_{k}-t_{k-1}\right)\left(\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}}\left(1+\frac{1}{2 \sigma^{(-1)}(v)}\right)^{\alpha} d v\right)^{\frac{1}{\alpha}}\right]\right\}= \\
\quad+\frac{\exp \left\{\frac { 1 } { \alpha } \left[\sum_{k=1}^{\infty} \gamma_{k} z_{0 k} \ln \left(t_{k}-t_{k-1}\right)+\right.\right.}{\left.\left.\sum_{k=1}^{\infty} \gamma_{k} z_{0 k} \ln \left(\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}}\left(1+\frac{1}{2 \sigma^{(-1)}(v)}\right)^{\alpha} d v\right)\right]\right\}}
\end{gather*}
$$

Since $z_{0 k} \leqslant c_{\sigma}$, then

$$
\sum_{k=1}^{\infty} \gamma_{k} z_{0 k} \leqslant c_{\sigma} \sum_{k=1}^{\infty} \gamma_{k}<\infty
$$

and

$$
\sum_{k=1}^{\infty} \gamma_{k} z_{0 k} \ln \left(t_{k}-t_{k-1}\right) \leqslant c_{\sigma} \sum_{k=1}^{\infty} \gamma_{k} \ln \left(t_{k}-t_{k-1}\right)<\infty
$$

For $\varepsilon>0$

$$
\frac{1}{\varepsilon} \int_{0}^{\varepsilon}\left(1+\frac{1}{2 \sigma^{(-1)}(v)}\right)^{\alpha} d v<\infty
$$

because

$$
\int_{0}^{\varepsilon}\left(\sigma^{(-1)}(v)\right)^{-\alpha} d v<\infty
$$

therefore all integrals in (6.8) is convergent.
Consider a function $z(u)=\frac{1}{u} \int_{0}^{u}\left(1+\frac{1}{2 \sigma^{(-1)}(v)}\right)^{\alpha} d v$ and denote $f(v)=\left(1+\frac{1}{2 \sigma^{(-1)}(v)}\right)^{\alpha}, \alpha>0$.

$$
z^{\prime}(u)=-\frac{1}{u^{2}} \int_{0}^{u} f(v) d v+\frac{1}{u} f(u)=\frac{1}{u}\left(f(u)-\frac{1}{u} \int_{0}^{u} f(v) d v\right) .
$$

Function $f(v)$ decreases for $v>0$ and $\alpha>0$, therefore $\frac{1}{u} \int_{0}^{u} f(v) d v>$ $f(u)$, that is $z^{\prime}(u)<0$, and therefore, $z(u)$ - decreases.
$\varepsilon_{0 k} \geqslant 1, t_{0 k}=\sigma_{k}\left(\varepsilon_{0 k}\right)=\sigma\left(\varepsilon_{0 k}\right) \geqslant \sigma(1)$, this means $R^{*}$ exist, moreover,

$$
R^{*}(p) \leqslant \frac{1}{p \sigma(1)} \int_{0}^{p \sigma(1)}\left(1+\frac{1}{2 \sigma^{(-1)}(v)}\right)^{\alpha} d v
$$

Therefore

$$
R^{*}(p)=\sup _{k}\left\{\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}}\left(1+\frac{1}{2 \sigma^{(-1)}(v)}\right)^{\alpha} d v\right\}<\infty .
$$

Then

$$
\begin{aligned}
& \sum_{k=1}^{\infty} \gamma_{k} z_{0 k} \ln \left(\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}}\left(1+\frac{1}{2 \sigma^{(-1)}(v)}\right)^{\alpha} d v\right)^{\frac{1}{\alpha}}= \\
& =\frac{1}{\alpha} \ln R^{*}(p) \sum_{k=1}^{\infty} \gamma_{k} z_{0 k} \leqslant \frac{1}{\alpha} \ln R^{*}(p) c_{\sigma} \sum_{k=1}^{\infty} \gamma_{k}<\infty
\end{aligned}
$$

Therefore,

$$
\begin{gathered}
E \exp \left\{u \sup _{t \in \mathbf{R}^{+}}|c(t) X(t)|\right\} \leqslant 2 R\left(\frac{u d \sqrt{2}}{1-p}\right) \times \\
\exp \left\{\frac{1}{d} \sum_{k=1}^{\infty} \gamma_{k} z_{0 k}\left[\ln \left(t_{k}-t_{k-1}\right)+\frac{1}{\alpha} \ln R^{*}(p)\right]\right\} .
\end{gathered}
$$

Theorem 6.5. Let $X=\{X(t), t \geqslant 0\}$ be a stationary separable square Gaussian stochastic processes and let the following conditions hold

1) $\sum_{k=1}^{\infty} \gamma_{k}<\infty$,
2) $\sum_{k=1}^{\infty} \gamma_{k} \ln \left(t_{k}-t_{k-1}\right)<\infty$,
3) for some $\alpha>0$ and for any $\varepsilon>0$

$$
\int_{0}^{\varepsilon}\left(\sigma^{(-1)}(u)\right)^{-\alpha} d u<\infty
$$

Then for an arbitrary $x>0$ and $0<p<1$ the following inequality holds true

$$
\begin{gathered}
P\left\{\sup _{t \in \mathbf{R}^{+}}|c(t) X(t)|>x\right\} \leqslant 2 \exp \left\{-\frac{x(1-p)}{d \sqrt{2}}\right\}\left(1+\frac{\sqrt{2} x(1-p)}{d}\right)^{1 / 2} \times \\
\times \widetilde{\Phi}_{1}(p) \leqslant 2 \exp \left\{-\frac{x(1-p)}{d \sqrt{2}}\right\}\left(1+\frac{\sqrt{2} x(1-p)}{d}\right)^{1 / 2} \widetilde{\Phi}_{2}(p),
\end{gathered}
$$

where

$$
\begin{gather*}
d=\sum_{k=1}^{\infty} \gamma_{k} z_{0 k} \\
\widetilde{\Phi}_{1}(p)=\exp \left\{\frac{1}{d} \sum_{k=1}^{\infty} \gamma_{k} z_{0 k} \ln \left[\left(\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}}\left(1+\frac{t_{k}-t_{k-1}}{2 \sigma^{(-1)}(v)}\right)^{\alpha} d v\right)^{1 / \alpha}\right]\right\}_{(6.9}  \tag{6.9}\\
\widetilde{\Phi}_{2}(p)=\exp \left\{\frac{1}{d} \sum_{k=1}^{\infty} \gamma_{k} z_{0 k}\left[\ln \left(t_{k}-t_{k-1}\right)+\frac{1}{\alpha} \ln R^{*}(p)\right]\right\}  \tag{6.10}\\
R^{*}(p)=\sup _{k}\left\{\left(\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}}\left(1+\frac{1}{2 \sigma^{(-1)}(v)}\right)^{\alpha} d v\right)^{\frac{1}{\alpha}}\right\} .
\end{gather*}
$$

Proof. The proof follows from lemma 6.2 and Chebyshev inequality.
Example 6.1. Let $X=\{X(t), t \in T\}$ be a stationary square Gaussian stochastic processes and assume also, that $\sigma(v) \leqslant c v^{\beta}, v>0, c>0, \beta \leqslant 1$ та $\sigma(v) \leqslant c_{\sigma}$.

Consider $c(t)=\frac{1}{(\ln (e+t))^{\gamma}}, t>0, \gamma>2$. Let us verify, that conditions of the theorem 6.5 hold for $0<\alpha<\beta$ in this case and let us estimate the
probabilities

$$
P\left\{\sup _{t \in \mathbb{R}^{+}}|c(t) X(t)|>x\right\} .
$$

Will choose the points $t_{k}$ in this way:
$t_{k}=e^{k+1}-e, k=0,1, \ldots$,
$t_{k}-t_{k-1}=e^{k}(e-1)>1, k=1,2, \ldots$.

1) $c(t)>0$ is monotone decreasing function, therefore

$$
\gamma_{k}=\max _{t \in\left[t_{k-1}, t_{k}\right]} c(t)=c\left(t_{k-1}\right)=\frac{1}{\left(\ln \left(e+e^{k}-e\right)\right)^{\gamma}}=\frac{1}{k^{\gamma}}, \quad k=1,2, \ldots
$$

Hence,

$$
\sum_{k=1}^{\infty} \gamma_{k}=\sum_{k=1}^{\infty} c\left(t_{k-1}\right)=\sum_{k=1}^{\infty} \frac{1}{k^{\gamma}}<\infty
$$

this means that condition 1) of the theorem 6.5 holds.
2)

$$
\sum_{k=1}^{\infty} \gamma_{k} \ln \left(t_{k}-t_{k-1}\right)=\sum_{k=1}^{\infty} \frac{\ln \left(e^{k}(e-1)\right)}{k^{\gamma}} \leqslant \sum_{k=1}^{\infty} \frac{k+1}{k^{\gamma}}<\infty
$$

i.e. condition 2) of the theorem 6.5 holds.

Let us verify that condition 3) of the theorem 6.5 holds true.
Since $\sigma(v) \leqslant c v^{\beta}, v>0$, then $\sigma^{(-1)}(v) \geqslant\left(\frac{v}{c}\right)^{1 / \beta}$. Whereas $\alpha<1$

$$
\begin{aligned}
& \int_{0}^{\varepsilon}\left(1+\frac{1}{2 \sigma^{(-1)}(v)}\right)^{\alpha} d v \leqslant \int_{0}^{\varepsilon}\left(1+\frac{c^{1 / \beta}}{2 v^{1 / \beta}}\right)^{\alpha} d v \leqslant \\
& \leqslant \int_{0}^{\varepsilon}\left(1+\frac{c^{\alpha / \beta}}{2^{\alpha} v^{\alpha / \beta}}\right) d v=\varepsilon+\frac{c^{\alpha / \beta}}{2^{\alpha}} \int_{0}^{\varepsilon} v^{-\frac{\alpha}{\beta}} d v<\infty,
\end{aligned}
$$

for $\alpha<\beta$, we have that condition 3) holds also.
Let us estimate $\widetilde{\Phi}_{1}(p)$ from the theorem 6.5.
Since $t_{0 k}=\sigma\left(\varepsilon_{0 k}\right)=\sigma\left(\frac{t_{k}-t_{k-1}}{2}\right)$, than for $v<t_{0 k}$

$$
\sigma^{(-1)}(v) \leqslant \sigma^{(-1)}\left(t_{0 k}\right)=\frac{t_{k}-t_{k-1}}{2},
$$

namely

$$
\frac{t_{k}-t_{k-1}}{2 \sigma^{(-1)}(v)} \geqslant 1 .
$$

Hence,

$$
\begin{gathered}
\int_{0}^{p t_{0 k}}\left(1+\frac{t_{k}-t_{k-1}}{2 \sigma^{(-1)}(v)}\right)^{\alpha} d v \leqslant \int_{0}^{p t_{0 k}}\left(\frac{t_{k}-t_{k-1}}{\sigma^{(-1)}(v)}\right)^{\alpha} d v= \\
=\left(t_{k}-t_{k-1}\right)^{\alpha} \int_{0}^{p t_{0 k}}\left(\frac{1}{\sigma^{(-1)}(v)}\right)^{\alpha} d v \leqslant\left(t_{k}-t_{k-1}\right)^{\alpha} \int_{0}^{p t_{0 k}}\left(\frac{c}{v}\right)^{\frac{\alpha}{\beta}} d v= \\
=c^{\frac{\alpha}{\beta}}\left(t_{k}-t_{k-1}\right)^{\alpha} \frac{\left(p t_{0 k}\right)^{1-\frac{\alpha}{\beta}}}{1-\frac{\alpha}{\beta}}
\end{gathered}
$$

Therefore

$$
\begin{aligned}
&\left(\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}}\left(1+\frac{t_{k}-t_{k-1}}{2 \sigma^{(-1)}(v)}\right)^{\alpha} d v\right)^{1 / \alpha} \leqslant \\
& \leqslant \frac{c^{1 / \beta}\left(t_{k}-t_{k-1}\right)\left(p t_{0 k}\right)^{-1 / \beta}}{\left(1-\frac{\alpha}{\beta}\right)^{1 / \alpha}}=\frac{2}{p^{1 / \beta}\left(1-\frac{\alpha}{\beta}\right)^{1 / \alpha}}
\end{aligned}
$$

From the last inequality and (6.9) follows

$$
\widetilde{\Phi}_{1}(p) \leqslant \exp \left\{\frac{1}{d} \sum_{k=1}^{\infty} \gamma_{k} z_{0 k} \ln \left(\frac{2}{p^{1 / \beta}\left(1-\frac{\alpha}{\beta}\right)^{1 / \alpha}}\right)\right\}=\frac{2}{p^{1 / \beta}\left(1-\frac{\alpha}{\beta}\right)^{1 / \alpha}}
$$

From previous inequality for $\alpha \longrightarrow 0$, we will have

$$
\widetilde{\Phi}_{1}(p) \leqslant \frac{2 e^{1 / \beta}}{p^{1 / \beta}}
$$

So, from the theorem 6.5 for $x>0,0<p<1$ we have estimates

$$
P\left\{\sup _{t \in \mathbb{R}^{+}}|c(t) X(t)|>x\right\} \leqslant 4 \frac{e^{1 / \beta}}{p^{1 / \beta}} \exp \left\{-\frac{x(1-p)}{d \sqrt{2}}\right\}\left(1+\frac{\sqrt{2} x(1-p)}{d}\right)^{1 / 2}
$$

$z_{0 k}=\max \left\{\sigma\left(\frac{t_{k}-t_{k-1}}{2}\right), \delta_{0 k}\right\}$, and $\delta_{0 k}=\sup _{t \in B_{k}}\left(E|X(t)|^{2}\right)^{1 / 2}=\delta_{0}$, because the process is stationary and $\sigma\left(\frac{t_{k+1}-t_{k}}{2}\right)<c_{\sigma}$.

Suppose that $c_{\sigma} \leqslant \delta_{0}$. Then $z_{0 k}=\delta_{0}$ and

$$
d=\sum_{k=1}^{\infty} \gamma_{k} z_{0 k}=\delta_{0} \sum_{k=1}^{\infty} \frac{1}{k^{\gamma}} .
$$

Put $p=\frac{d \sqrt{2}}{x}$. Then for $x>d \sqrt{2}$ we will obtain

$$
P\left\{\sup _{t \in \mathbb{R}^{+}}|c(t) X(t)|>x\right\} \leqslant 4 e^{1+\frac{1}{\beta}} \exp \left\{-\frac{x}{d \sqrt{2}}\right\}\left(\frac{\sqrt{2} x}{d}\right)^{\frac{1}{2}}\left(\frac{x}{d \sqrt{2}}\right)^{\frac{1}{\beta}},
$$

or

$$
P\left\{\sup _{t \in \mathbb{R}^{+}}|c(t) X(t)|>x\right\} \leqslant \exp \left\{-\frac{x}{d \sqrt{2}}\right\}\left(\frac{x}{d \sqrt{2}}\right)^{\frac{1}{2}+\frac{1}{\beta}} C(\beta),
$$

where $C(\beta)=4 \sqrt{2} e^{1+\frac{1}{\beta}}$.
Lemma 6.3. Let $X=\{X(t), t \geqslant 0\}$ be a stationary separable square Gaussian stochastic process. If the following conditions hold

1) $\sum_{k=1}^{\infty} \gamma_{k}<\infty$,
2) $\sum_{k=1}^{\infty} \gamma_{k} \ln \left(t_{k}-t_{k-1}\right)<\infty$,
3) for some $\alpha \geqslant 1$ and for any $\varepsilon>0$

$$
\int_{0}^{\varepsilon}\left(\ln \left(1+\frac{1}{2 \sigma^{(-1)}(u)}\right)\right)^{\alpha} d u<\infty
$$

then for $0<p<1$ and $0<u<\frac{1-p}{d \sqrt{2}}$ inequality

$$
\begin{gathered}
E \exp \left\{u \sup _{t \in \mathbf{R}^{+}}|c(t) X(t)|\right\} \leqslant 2 R\left(\frac{u d \sqrt{2}}{1-p}\right) \times \\
\quad \exp \left\{\frac{2^{1-\frac{1}{\alpha}}}{d} \sum_{k=1}^{\infty} \gamma_{k} z_{0 k}\left[\ln \left(t_{k}-t_{k-1}\right)\right)+\right.
\end{gathered}
$$

$$
\begin{gathered}
\left.\left.+\left(\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}}\left(\ln \left(1+\frac{1}{2 \sigma^{(-1)}(v)}\right)\right)^{\alpha} d v\right)^{\frac{1}{\alpha}}\right]\right\} \leqslant \\
\leqslant 2 R\left(\frac{u d \sqrt{2}}{1-p}\right) \exp \left\{\frac{2^{1-\frac{1}{\alpha}}}{d}\left[\sum_{k=1}^{\infty} \gamma_{k} z_{0 k}\left(\ln \left(t_{k}-t_{k-1}\right)+\widetilde{R}(p)^{\frac{1}{\alpha}}\right)\right]\right\}
\end{gathered}
$$

holds true, where
$d=\sum_{k=1}^{\infty} \gamma_{k} z_{0 k}$,
$\widetilde{R}(p)=\max _{k}\left\{\left(\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}}\left(\ln \left(1+\frac{1}{2 \sigma^{(-1)}(v)}\right)\right)^{\alpha} d v\right)\right\}$.

Proof. Consider $r(v)=(\ln v)^{\alpha}, \alpha \geqslant 1, v \geqslant 1$. Whereas

$$
r(x y)=(\ln x+\ln y)^{\alpha} \leqslant 2^{\alpha-1}\left((\ln x)^{\alpha}+(\ln y)^{\alpha}\right)
$$

we will obtaine

$$
\begin{aligned}
& \frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}} r\left(N_{k}\left(\sigma^{(-1)}(v)\right)\right) d v \leqslant \frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}} r\left(1+\frac{t_{k+1}-t_{k}}{2 \sigma^{(-1)}(v)}\right) d v \leqslant \\
& \leqslant \frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}} r\left(\left(t_{k+1}-t_{k}\right)\left(1+\frac{1}{2 \sigma^{(-1)}(v)}\right)\right) d v \leqslant \\
& \leqslant \frac{2^{\alpha-1}}{p t_{0 k}} \int_{0}^{p t_{0 k}}\left[\left(\ln \left(t_{k+1}-t_{k}\right)\right)^{\alpha}+\left(\ln \left(1+\frac{1}{2 \sigma^{(-1)}(v)}\right)\right)^{\alpha}\right] d v= \\
& =2^{\alpha-1}\left[\left(\ln \left(t_{k+1}-t_{k}\right)\right)^{\alpha}+\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}}\left(\ln \left(1+\frac{1}{2 \sigma^{(-1)}(v)}\right)\right)^{\alpha} d v\right] .
\end{aligned}
$$

since for our case $\ln r^{(-1)}(z)=z^{\frac{1}{\alpha}}$, then

$$
\begin{aligned}
\prod_{k=1}^{\infty}\left(r^{(-1)}\left(\frac{1}{p t_{0} k} \int_{0}^{p t_{0 k}} r\left(N_{k}\left(\sigma^{(-1)}(v)\right)\right) d v\right)\right)^{\frac{\gamma_{k} z_{0 k}}{d}}= \\
=\exp \left\{\frac{1}{d} \sum_{k=1}^{\infty} \gamma_{k} z_{0 k}\left(\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}} r\left(N_{k}\left(\sigma^{(-1)}(v)\right)\right) d v\right)^{\frac{1}{\alpha}}\right\} \leqslant \\
\leqslant \exp \left\{\frac { 2 ^ { 1 - \frac { 1 } { \alpha } } } { d } \sum _ { k = 1 } ^ { \infty } \gamma _ { k } z _ { 0 k } \left[\left(\ln \left(t_{k}-t_{k-1}\right)\right)^{\alpha}+\right.\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.\left.+\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}}\left(\ln \left(1+\frac{1}{2 \sigma^{(-1)}(v)}\right)\right)^{\alpha} d v\right]^{\frac{1}{\alpha}}\right\} \leqslant \\
& \leqslant \exp \left\{\frac { 2 ^ { 1 - \frac { 1 } { \alpha } } } { d } \sum _ { k = 1 } ^ { \infty } \gamma _ { k } z _ { 0 k } \left[\ln \left(t_{k}-t_{k-1}\right)+\right.\right. \\
& \left.\left.+\left(\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}}\left(\ln \left(1+\frac{1}{2 \sigma^{(-1)}(v)}\right)\right)^{\alpha} d v\right)^{\frac{1}{\alpha}}\right]\right\} .
\end{aligned}
$$

Function

$$
f(v)=\left(\ln \left(1+\frac{1}{2 \sigma^{(-1)}(v)}\right)\right)^{\alpha}
$$

decreases for $v>0$, therefore $z(u)=\frac{1}{u} \int_{0}^{u} f(v) d v$ also decreases for $u>0$.
Denote

$$
\widetilde{R}(p)=\max _{k}\left\{\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}}\left(\ln \left(1+\frac{1}{2 \sigma^{(-1)}(v)}\right)\right)^{\alpha} d v\right\}<\infty .
$$

Using (6.5) we obtain

$$
\begin{gathered}
E \exp \left\{u \sup _{t \in \mathbf{R}^{+}}|c(t) X(t)|\right\} \leqslant 2 R\left(\frac{u d \sqrt{2}}{1-p}\right) \times \\
\times \exp \left\{\frac{2^{1-\frac{1}{\alpha}}}{d}\left[\sum_{k=1}^{\infty} \gamma_{k} z_{0 k}\left(\ln \left(t_{k}-t_{k-1}\right)+(\widetilde{R}(p))^{\frac{1}{\alpha}}\right)\right]\right\}
\end{gathered}
$$

Theorem 6.6. Let $X=\{X(t), t \geqslant 0\}$ be a stationary separable square Gaussian stochastic process.

If the following conditions hold

1) $\sum_{k=1}^{\infty} \gamma_{k}<\infty$,
2) $\sum_{k=1}^{\infty} \gamma_{k} \ln \left(t_{k}-t_{k-1}\right)<\infty$,
3) for some $\alpha \geqslant 1$ and any $\varepsilon>0$

$$
\int_{0}^{\varepsilon}\left(\ln \left(1+\frac{1}{2 \sigma^{(-1)}(u)}\right)\right)^{\alpha} d u<\infty
$$

then for arbitrary $x>0,0<p<1$ inequality

$$
\begin{gathered}
P\left\{\sup _{t \in \mathbf{R}^{+}}|c(t) X(t)|>x\right\} \leqslant 2 \exp \left\{-\frac{x(1-p)}{d \sqrt{2}}\right\}\left(1+\frac{\sqrt{2} x(1-p)}{d}\right)^{1 / 2} \times \\
\times \widetilde{\Phi}_{3}(p) \leqslant 2 \exp \left\{-\frac{x(1-p)}{d \sqrt{2}}\right\}\left(1+\frac{\sqrt{2} x(1-p)}{d}\right)^{1 / 2} \widetilde{\Phi}_{4}(p)
\end{gathered}
$$

holds true where

$$
\begin{gathered}
d=\sum_{k=1}^{\infty} \gamma_{k} z_{0 k} \\
\widetilde{\Phi}_{3}(p)=\exp \left\{\frac { 2 ^ { 1 - \frac { 1 } { \alpha } } } { d } \sum _ { k = 1 } ^ { \infty } \gamma _ { k } z _ { 0 k } \left[\ln \left(t_{k}-t_{k-1}\right)+\right.\right. \\
\left.\left.+\left(\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}}\left(\ln \left(1+\frac{1}{2 \sigma^{(-1)}(v)}\right)\right)^{\alpha} d v\right)^{\frac{1}{\alpha}}\right]\right\} \\
\widetilde{\Phi}_{4}(p)=\exp \left\{\frac{2^{1-\frac{1}{\alpha}}}{d}\left[\sum_{k=1}^{\infty} \gamma_{k} z_{0 k}\left(\ln \left(t_{k}-t_{k-1}\right)+(\widetilde{R}(p))^{\frac{1}{\alpha}}\right)\right]\right\} \\
\widetilde{R}(p)=\max _{k}\left\{\left(\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}}\left(\ln \left(1+\frac{1}{2 \sigma^{(-1)}(v)}\right)\right)^{\alpha} d v\right)\right\}
\end{gathered}
$$

Proof. The proof follows from lemma 6.3 and Chebyshev inequality.

### 6.3. The estimates for correlogram deviation from correlation function of stationary Gaussian stochastic process in uniform metric

Assume that $\xi=\{\xi(t), t \geqslant 0\}$ is a real-valued continuous in mean square stationary Gaussian stochastic process with $E \xi(t)=0$ and correlation function $\rho(\tau)=E \xi(t+\tau) \xi(t)$.
Consider correlogram

$$
\widehat{\rho}_{T}(\tau)=\frac{1}{T} \int_{0}^{T} \xi(t+\tau) \xi(t) d t
$$

as an estimate of correlation function $\rho(\tau) . \widehat{\rho}_{T}(\tau)$ is unbiased estimate of $\rho(\tau): E \widehat{\rho}_{T}(\tau)=\rho(\tau)$.

Let the process $\xi(t)$ have a square integrable spectral density $f=\{f(\lambda), \lambda \in$
$\mathbb{R}\}\left(f \in L_{2}(R)\right)$, that is

$$
\int_{-\infty}^{+\infty} f^{2}(\lambda) d \lambda<\infty
$$

By the definition of spectral density, the function $f$ is Lebesque integrable $\left(f \in L_{1}(R)\right)$. In this case correlation function $\rho(\tau)$ of stochastic process is square integrable, namely $\|\rho\|_{2}^{2}=\int_{-\infty}^{+\infty} \rho^{2}(\tau) d \tau<\infty$.

Let us denote $X(T, \tau)=\widehat{\rho}_{T}(\tau)-\rho(\tau)$. As before, $X(T, \tau)$ is square Gaussian stochastic process. Let us estimate $E(X(T, \tau))^{2}$ and $E(X(T, \tau)-$ $\left.X\left(T_{1}, \tau_{1}\right)\right)^{2}$.

Assume that space ( $\mathbf{T}, m$ ) is defined as follows

$$
\begin{gathered}
\mathbf{T}=\{(T, \tau): A<T<\infty, a<\tau<b, 0<a<b, A>0\} \\
m\left(\left(T_{1}, \tau_{1}\right),\left(T_{2}, \tau_{2}\right)\right)=\max _{\left(T_{1}, \tau_{1}\right),\left(T_{2}, \tau_{2}\right) \in \mathbf{T}}\left\{\left|T_{1}-T_{2}\right|,\left|\tau_{1}-\tau_{2}\right|\right\}
\end{gathered}
$$

Lemma 6.4. If the condition

$$
\begin{equation*}
\int_{-\infty}^{+\infty} f^{2}(\lambda) d \lambda<\infty \tag{6.11}
\end{equation*}
$$

holds true, then

$$
\sup _{(T, \tau) \in \boldsymbol{T}} E(X(T, \tau))^{2}=\frac{C_{1}}{T}
$$

where $C_{1}=(1+\sqrt{2})\|\rho\|_{2}^{2}$.

Proof. By the Isserlis formula [19] and by the well-known formula

$$
\int_{0}^{T} \int_{0}^{T} f(t-s) d t d s=2 \int_{0}^{T}(T-u) f(u) d u
$$

for the even function $f$, we will get

$$
\begin{gathered}
E(X(T, \tau))^{2}=E \widehat{\rho}^{2}(\tau)-(E \widehat{\rho}(\tau))^{2}= \\
=\frac{2}{T^{2}} \int_{0}^{T}(T-u)\left(\rho^{2}(u)+\rho(u-\tau) \rho(u+\tau)\right) d u
\end{gathered}
$$

From the condition $\rho \in L_{2}(R)$ and fact that $\rho(\tau)$ is "even"follows, that

$$
\int_{0}^{+\infty} \rho^{2}(u) d u=\frac{1}{2} \int_{-\infty}^{+\infty} \rho^{2}(u) d u<\infty
$$

Then ( $\tau>0$ for definiteness)

$$
\begin{gathered}
\int_{0}^{+\infty} \rho(u-\tau) \rho(u+\tau) d u \leqslant\left(\int_{0}^{+\infty} \rho^{2}(u-\tau) d u\right)^{\frac{1}{2}}\left(\int_{0}^{+\infty} \rho^{2}(u+\tau) d u\right)^{\frac{1}{2}}= \\
=\left(\int_{-\tau}^{+\infty} \rho^{2}(v) d v\right)^{\frac{1}{2}}\left(\int_{\tau}^{+\infty} \rho^{2}(v) d v\right)^{\frac{1}{2}} \leqslant\left(\int_{-\infty}^{+\infty} \rho^{2}(v) d v\right)^{\frac{1}{2}}\left(\int_{0}^{+\infty} \rho^{2}(v) d v\right)^{\frac{1}{2}}= \\
=\sqrt{2} \int_{0}^{+\infty} \rho^{2}(v) d v<\infty
\end{gathered}
$$

and we will get

$$
E(X(T, \tau))^{2} \leqslant \frac{2+2 \sqrt{2}}{T} \int_{0}^{+\infty} \rho^{2}(u) d u=\frac{(1+\sqrt{2})\|\rho\|_{2}^{2}}{T}
$$

Consider a partition of the space $\mathbf{T}: \mathbf{T}=\bigcup_{k=1}^{\infty} B_{k}$, where

$$
B_{k}=\left\{(T, \tau): T_{k} \leqslant T \leqslant T_{k+1}, \quad a \leqslant \tau \leqslant b\right\},
$$

$T_{k}<T_{k+1}, T_{k+1}-T_{k}>1, T_{k} \longrightarrow \infty$ if $k \longrightarrow \infty$.
Lemma 6.5. Assume that condition

$$
\begin{equation*}
\int_{-\infty}^{+\infty} f^{2}(\lambda)(\ln (1+|\lambda|))^{2 \alpha} d \lambda<\infty \tag{6.12}
\end{equation*}
$$

holds for $\alpha>0$. Then
$\sup _{(T, \tau),\left(T_{1}, \tau_{1}\right) \in B_{k}, m\left((T, \tau),\left(T_{1}, \tau_{1}\right)\right)<h}\left(E\left(X(T, \tau)-X\left(T_{1}, \tau_{1}\right)\right)^{2}\right)^{\frac{1}{2}} \leqslant \sigma_{k}(h)$, where

$$
\begin{align*}
& \sigma_{k}(h)=\frac{C_{2}^{\frac{1}{2}}}{T_{k}^{\frac{1}{2}}\left(\ln \left(e^{\alpha}+\frac{C}{h}\right)\right)^{\frac{\alpha}{2}}}, C>0 \text { is an arbitrary constant, } \\
& \tilde{f}=\int_{-\infty}^{+\infty} f^{2}(\lambda)\left(\ln \left(e^{\alpha}+\frac{C|\lambda|}{2}\right)\right)^{2 \alpha} d \lambda, \\
& C_{2}=8 \pi\left[\widetilde{f}\left(\ln \left(e^{\alpha}+\frac{C}{b-a}\right)\right)^{-\alpha}+\|f\|_{2} \widetilde{f}^{\frac{1}{2}}\right]+2\|\rho\|_{2}^{2} \times \\
& \quad \times\left(1+\frac{6 T_{k+1}}{T_{k}}+\frac{T_{k+1}^{2}}{T_{k}^{2}}\right) \frac{T_{k+1}-T_{k}}{T_{k}}\left(\ln \left(e^{\alpha}+\frac{1}{T_{k+1}-T_{k}}\right)\right)^{\alpha} . \tag{6.13}
\end{align*}
$$

Proof. Consider $(T, \tau)$ and $\left(T^{\prime}, \tau^{\prime}\right)$ with $B_{k}$ and suppose that $T \leqslant T^{\prime}$.

$$
\begin{gathered}
E\left(X(T, \tau)-X\left(T^{\prime}, \tau^{\prime}\right)\right)^{2}= \\
=\left\lvert\, \frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T}\left[\rho^{2}(t-s)+\rho(t-s-\tau) \rho(t-s+\tau)\right] d t d s\right. \\
-\frac{2}{T T^{\prime}} \int_{0}^{T} \int_{0}^{T^{\prime}}\left[\rho\left(t-s+\tau-\tau^{\prime}\right) \rho(t-s)+\rho(t-s+\tau) \rho\left(t-s-\tau^{\prime}\right)\right] d t d s \leqslant \\
\left.+\frac{1}{T^{\prime 2}} \int_{0}^{T^{\prime}} \int_{0}^{T^{\prime}}\left[\rho^{2}(t-s)+\rho\left(t-s-\tau^{\prime}\right) \rho\left(t-s+\tau^{\prime}\right)\right] d t d s \right\rvert\, \\
\leqslant \left\lvert\, \frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T}\left[\rho^{2}(t-s)+\rho(t-s+\tau) \rho(t-s-\tau)\right] d t d s-\right. \\
-\frac{2}{T^{2}} \int_{0}^{T} \int_{0}^{T}\left[\rho(t-s) \rho\left(t-s+\tau-\tau^{\prime}\right)+\rho(t-s+\tau) \rho\left(t-s-\tau^{\prime}\right)\right] d t d s+ \\
+\left\lvert\, \frac{2}{T^{2}} \int_{0}^{T} \int_{0}^{T}\left[\rho(t-s) \rho\left(t-s+\tau-\tau^{\prime}\right)+\rho(t-s+\tau) \rho\left(t-s-\tau^{\prime}\right)\right] d t d s+\right. \\
\left.+\frac{2}{T T^{\prime}} \int_{0}^{T} \int_{0}^{T^{\prime}}\left[\rho(t-s) \rho\left(t-s+\tau-\tau^{\prime}\right)+\rho(t-s+\tau) \rho\left(t-s-\tau^{\prime}\right)\right] d t d s \right\rvert\,+ \\
\quad+\left|\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T}\left[\rho^{2}(t-s)+\rho\left(t-s+\tau^{\prime}\right) \rho\left(t-s-\tau^{\prime}\right)\right] d t d s\right| \\
\quad+\int_{0}^{T^{\prime}} \int_{0}^{T^{\prime}}\left[\rho^{2}(t-s)+\rho\left(t-s+\tau^{\prime}\right) \rho\left(t-s-\tau^{\prime}\right)\right] d t d s- \\
\left.-\frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T}\left[\rho^{2}(t-s)+\rho\left(t-s+\tau^{\prime}\right) \rho\left(t-s-\tau^{\prime}\right)\right] d t d s \right\rvert\,=I+A_{1}+A_{2} .
\end{gathered}
$$

Let us estimate $A_{1}, A_{2}$ та $I$.

$$
A_{1}=\left\lvert\, \frac{2}{T^{2}} \int_{0}^{T} \int_{0}^{T}\left[\rho(t-s) \rho\left(t-s+\tau-\tau^{\prime}\right)+\rho(t-s+\tau) \rho\left(t-s-\tau^{\prime}\right)\right] d t d s-\right.
$$

$$
\begin{aligned}
& \left.-\frac{2}{T T^{\prime}} \int_{0}^{T} \int_{0}^{T^{\prime}}\left[\rho(t-s) \rho\left(t-s+\tau-\tau^{\prime}\right)+\rho(t-s+\tau) \rho\left(t-s-\tau^{\prime}\right)\right] d t d s \right\rvert\,= \\
& =\left\lvert\, \frac{2}{T^{2}} \int_{0}^{T} \int_{0}^{T}\left[\rho(t-s) \rho\left(t-s+\tau-\tau^{\prime}\right)+\rho(t-s+\tau) \rho\left(t-s-\tau^{\prime}\right)\right] d t d s-\right. \\
& -\frac{2}{T^{2}} \int_{0}^{T} \int_{0}^{T^{\prime}}\left[\rho(t-s) \rho\left(t-s+\tau-\tau^{\prime}\right)+\rho(t-s+\tau) \rho\left(t-s-\tau^{\prime}\right)\right] d t d s+ \\
& +\frac{2}{T^{2}} \int_{0}^{T} \int_{0}^{T^{\prime}}\left[\rho(t-s) \rho\left(t-s+\tau-\tau^{\prime}\right)+\rho(t-s+\tau) \rho\left(t-s-\tau^{\prime}\right)\right] d t d s- \\
& \left.-\frac{2}{T T^{\prime}} \int_{0}^{T} \int_{0}^{T^{\prime}}\left[\rho(t-s) \rho\left(t-s+\tau-\tau^{\prime}\right)+\rho(t-s+\tau) \rho\left(t-s-\tau^{\prime}\right)\right] d t d s \right\rvert\, \leqslant \\
& \leqslant\left|\frac{2}{T^{2}} \int_{T}^{T^{\prime}} \int_{0}^{T}\left[\rho(t-s) \rho\left(t-s+\tau-\tau^{\prime}\right)+\rho(t-s+\tau) \rho\left(t-s-\tau^{\prime}\right)\right] d t d s\right|+ \\
& +\left\lvert\,\left(\frac{2}{T^{2}}-\frac{2}{T T^{\prime}}\right) \int_{0}^{T} \int_{0}^{T^{\prime}}\left[\rho(t-s) \rho\left(t-s+\tau-\tau^{\prime}\right)+\right.\right. \\
& \left.+\rho(t-s+\tau) \rho\left(t-s-\tau^{\prime}\right)\right] d t d s \mid \leqslant \\
& \leqslant \frac{2}{T^{2}} \left\lvert\, \int_{T}^{T^{\prime}}\left(\int_{0}^{T} \rho^{2}(t-s) d t \int_{0}^{T} \rho^{2}\left(t-s+\tau-\tau^{\prime}\right) d t\right)^{\frac{1}{2}} d s+\right. \\
& \left.+\int_{T}^{T^{\prime}}\left(\int_{0}^{T} \rho^{2}(t-s+\tau) d t \int_{0}^{T} \rho^{2}\left(t-s-\tau^{\prime}\right) d t\right)^{\frac{1}{2}} d s \right\rvert\,+ \\
& +\left\lvert\,\left(\frac{2}{T^{2}}-\frac{2}{T T^{\prime}}\right)\left[\int_{0}^{T}\left(\int_{0}^{T^{\prime}} \rho^{2}(t-s) d t \int_{0}^{T^{\prime}} \rho^{2}\left(t-s+\tau-\tau^{\prime}\right) d t\right)^{\frac{1}{2}} d s+\right.\right. \\
& \left.+\int_{0}^{T}\left(\int_{0}^{T^{\prime}} \rho^{2}(t-s+\tau) d t \int_{0}^{T^{\prime}} \rho^{2}\left(t-s-\tau^{\prime}\right) d t\right)^{\frac{1}{2}} d s\right] \mid \leqslant \\
& \leqslant \frac{4}{T^{2}}\left|T^{\prime}-T\right| \int_{-\infty}^{+\infty} \rho^{2}(u) d u+\left|\frac{2}{T^{2}}-\frac{2}{T T^{\prime}}\right| 2 T \int_{-\infty}^{+\infty} \rho^{2}(u) d u=
\end{aligned}
$$

$$
=\frac{4\left(T^{\prime}+T\right)\left|T^{\prime}-T\right|}{T^{2} T^{\prime}}\|\rho\|_{2}^{2} \leqslant 4\|\rho\|_{2}^{2} \frac{2 T_{k+1}}{T_{k}} \frac{\left|T^{\prime}-T\right|}{T^{2}} .
$$

In a similar way, we obtain

$$
\begin{gathered}
A_{2}=\left\lvert\, \frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T}\left[\rho^{2}(t-s)+\rho\left(t-s+\tau^{\prime}\right) \rho\left(t-s-\tau^{\prime}\right)\right] d t d s-\right. \\
\left.-\frac{1}{T^{\prime 2}} \int_{0}^{T^{\prime}} \int_{0}^{T^{\prime}}\left[\rho^{2}(t-s)+\rho\left(t-s+\tau^{\prime}\right) \rho\left(t-s-\tau^{\prime}\right)\right] d t d s \right\rvert\, \leqslant \\
\leqslant\left|\left(\frac{1}{T^{2}}-\frac{1}{T^{\prime 2}}\right) \int_{0}^{T} \int_{0}^{T}\left[\rho^{2}(t-s)+\rho\left(t-s+\tau^{\prime}\right) \rho\left(t-s-\tau^{\prime}\right)\right] d t d s\right|+ \\
\left.+\frac{1}{T^{\prime 2}} \right\rvert\, \int_{0}^{T} \int_{0}^{T}\left[\rho^{2}(t-s)+\rho\left(t-s+\tau^{\prime}\right) \rho\left(t-s-\tau^{\prime}\right)\right] d t d s- \\
\quad-\int_{0}^{T^{\prime}} \int_{0}^{T^{\prime}}\left[\rho^{2}(t-s)+\rho\left(t-s+\tau^{\prime}\right) \rho\left(t-s-\tau^{\prime}\right)\right] d t d s \mid \leqslant \\
\leqslant 2\|\rho\|_{2}^{2} \frac{\left|T^{\prime}-T\right|}{T^{2}}\left(1+\frac{T^{\prime}+T}{T^{\prime}}+\frac{T^{2}}{T^{\prime 2}}\right) \leqslant 2\|\rho\|_{2}^{2} \frac{T^{\prime}-T \mid}{T^{2}} \times \\
\times\left(1+\frac{2 T_{k+1}}{T_{k}}+\frac{T_{k+1}^{2}}{T_{k}^{2}}\right) .
\end{gathered}
$$

We use the following lemma, proven in [19].
Lemma A. Let $Y_{T}(\tau)=\sqrt{T}\left(\widehat{\rho}_{T}(\tau)-\rho(\tau)\right), \tau \geqslant 0$. For any $T>0$ and $\tau, \tau_{1} \geqslant 0$ the inequality

$$
\begin{aligned}
& E\left|Y_{T}(\tau)-Y_{T}\left(\tau_{1}\right)\right|^{2} \leqslant 8 \pi\left[\int_{-\infty}^{+\infty} f^{2}(\lambda) \sin ^{2} \frac{\lambda\left(\tau-\tau_{1}\right)}{2} d \lambda\right]+ \\
& \quad+8 \pi\|f\|_{2}\left[\int_{-\infty}^{+\infty} f^{2}(\lambda) \sin ^{2}\left(\frac{\lambda\left(\tau-\tau_{1}\right)}{2}\right) d \lambda\right]^{\frac{1}{2}}
\end{aligned}
$$

holds, where $\|f\|_{2}^{2}=\int_{-\infty}^{+\infty} f^{2}(\lambda) d \lambda<\infty$.
For our case from lemma [19], we will get

$$
E\left(X(T, \tau)-X\left(T, \tau^{\prime}\right)\right)^{2} \leqslant \frac{8 \pi}{T}\left(\left[\int_{-\infty}^{+\infty} f^{2}(\lambda) \sin ^{2} \frac{\lambda\left(\tau-\tau^{\prime}\right)}{2} d \lambda\right]+\right.
$$

$$
\begin{equation*}
\left.+\|f\|_{2}\left[\int_{-\infty}^{+\infty} f^{2}(\lambda) \sin ^{2} \frac{\lambda\left(\tau-\tau^{\prime}\right)}{2} d \lambda\right]^{\frac{1}{2}}\right) \tag{6.14}
\end{equation*}
$$

Since the inequality [73]

$$
\left|\sin \frac{u}{v}\right| \leqslant\left(\frac{\ln \left(e^{\alpha}+u\right)}{\ln \left(e^{\alpha}+v\right)}\right)^{\alpha}
$$

holds for all $u \geqslant 0, v>0$ and $\alpha>0$, then

$$
\left|\sin \frac{\lambda\left(\tau-\tau^{\prime}\right)}{2}\right| \leqslant \frac{\left(\ln \left(e^{\alpha}+\frac{C|\lambda|}{2}\right)\right)^{\alpha}}{\left(\ln \left(e^{\alpha}+\frac{C}{\left|\tau-\tau^{\prime}\right|}\right)\right)^{\alpha}}
$$

where $C>0$ is an arbitrary constant, and (6.14) can be rewritten as

$$
\begin{aligned}
& I \leqslant \frac{8 \pi}{T}\left[\int_{-\infty}^{+\infty} f^{2}(\lambda)\left(\ln \left(e^{\alpha}+\frac{C|\lambda|}{2}\right)\right)^{2 \alpha} d \lambda \frac{1}{\left(\ln \left(e^{\alpha}+\frac{C}{\left|\tau-\tau^{\prime}\right|}\right)\right)^{2 \alpha}}+\right. \\
& \left.+\|f\|_{2}\left(\int_{-\infty}^{+\infty} f^{2}(\lambda)\left(\ln \left(e^{\alpha}+\frac{C|\lambda|}{2}\right)\right)^{2 \alpha} d \lambda\right)^{\frac{1}{2}} \frac{1}{\left(\ln \left(e^{\alpha}+\frac{C}{\left|\tau-\tau^{\prime}\right|}\right)\right)^{\alpha}}\right] .
\end{aligned}
$$

From the inequality (6.12) follows that

$$
\widetilde{f}=\int_{-\infty}^{+\infty} f^{2}(\lambda)\left(\ln \left(e^{\alpha}+\frac{C|\lambda|}{2}\right)\right)^{2 \alpha} d \lambda<\infty
$$

Then

$$
I \leqslant \frac{\widetilde{C_{2}}}{T\left(\ln \left(e^{\alpha}+\frac{C}{\left|\tau-\tau^{\prime}\right|}\right)\right)^{\alpha}}
$$

where

$$
\widetilde{C_{2}}=8 \pi\left[\widetilde{f}\left(\ln \left(e^{\alpha}+\frac{C}{b-a}\right)\right)^{-\alpha}+\|f\|_{2} \widetilde{f}^{\frac{1}{2}}\right]
$$

Hence,

$$
E\left(X(T, \tau)-X\left(T^{\prime}, \tau^{\prime}\right)\right)^{2} \leqslant \frac{\widetilde{C_{2}}}{T\left(\ln \left(e^{\alpha}+\frac{C}{\left|\tau-\tau^{\prime}\right|}\right)\right)^{\alpha}}+\frac{C^{*}\left|T^{\prime}-T\right|}{T^{2}}
$$

$C^{*}=2\|\rho\|_{2}^{2}\left(1+\frac{6 T_{k+1}}{T_{k}}+\frac{T_{k+1}^{2}}{T_{k}^{2}}\right)$.
Whereas

$$
\sup _{h<T_{k+1}-T_{k}} h\left(\ln \left(e^{\alpha}+\frac{1}{h}\right)\right)^{\alpha}=\left(T_{k+1}-T_{k}\right)\left(\ln \left(e^{\alpha}+\frac{1}{T_{k+1}-T_{k}}\right)\right)^{\alpha}
$$

then

$$
\sup _{(T, \tau),\left(T^{\prime}, \tau^{\prime}\right) \in B_{k}, m\left((T, \tau),\left(T^{\prime}, \tau^{\prime}\right)\right)<h}\left(E\left(X(T, \tau)-X\left(T^{\prime}, \tau^{\prime}\right)\right)^{2}\right)^{\frac{1}{2}} \leqslant \sigma_{k}(h)
$$

where

$$
\begin{gathered}
\sigma_{k}(h)=\frac{C_{2}^{\frac{1}{2}}}{T_{k}^{\frac{1}{2}}\left(\ln \left(e^{\alpha}+\frac{C}{h}\right)\right)^{\frac{\alpha}{2}}}, \\
C_{2}=\widetilde{C_{2}}+C^{*} \frac{T_{k+1}-T_{k}}{T_{k}}\left(\ln \left(e^{\alpha}+\frac{1}{T_{k+1}-T_{k}}\right)\right)^{\alpha} .
\end{gathered}
$$

As before, we denote

- $\varepsilon_{0 k}=\inf _{\left(T_{1}, \tau_{1}\right) \in B_{k}} \sup _{\left(T_{2}, \tau_{2}\right) \in B_{k}} m\left(\left(T_{1}, \tau_{1}\right),\left(T_{2}, \tau_{2}\right)\right)=\max \left\{\frac{T_{k+1}-T_{k}}{2}, \frac{b-a}{2}\right\}$,
- $\delta_{0 k}=\sup _{(T, \tau) \in B_{k}}\left(E(X(T, \tau))^{2}\right)^{\frac{1}{2}}=\frac{C_{1}^{\frac{1}{2}}}{T_{k}^{\frac{1}{2}}}$,
- $\sigma_{k}^{(-1)}(v)$ - inverse to $\sigma_{k}(h)$ function,

$$
\sigma_{k}^{(-1)}(v)=\frac{C}{\exp \left\{\left(\frac{C_{2}}{v^{2} T_{k}}\right)^{\frac{1}{\alpha}}\right\}-\exp \{\alpha\}}
$$

- $t_{0 k}=\sigma_{k}\left(\varepsilon_{0 k}\right)$,
- $N_{k}(\varepsilon)$-the smallest number of closed balls of radius $\varepsilon$, which cover $B_{k}$,
- $r(u)>0, u \geqslant 1$ is monotone increasing function, $r(u) \longrightarrow \infty$ for $u \longrightarrow \infty$, such, that function $r\left(e^{t}\right)$ is convex for $t \geqslant 0$.

Since $C$ is an arbitrary constant, then let us choose for simplicity $C=$ $\sqrt{b-a}$, and put $T_{k+1}-T_{k}>b-a$ for our partition.
Lemma 6.6. Assume that $X(T, \tau)=\widehat{\rho}_{T}(\tau)-\rho(\tau), c=\{c(T), T \in[A ;+\infty)\}$ is some continuous function with $0<c(T)<1$. Let us denote $\gamma_{k}=\max _{T \in\left[T_{k} ; T_{k+1}\right]} c(T)$.

If conditions

1) $\sum_{k=1}^{\infty} \gamma_{k} z_{0 k} \ln \left(T_{k+1}-T_{k}\right)<\infty$,
2) $\int_{-\infty}^{+\infty} f^{2}(\lambda)(\ln (1+|\lambda|))^{2 \alpha} d \lambda<\infty, \alpha>2$
hold, then for $0<p<1$ and $0<u<\frac{1-p}{d \sqrt{2}}$ the next inequality

$$
\begin{align*}
& E \exp \left\{u \sup _{(T, \tau) \in \mathbf{T}}|c(T) X(T, \tau)|\right\} \leqslant 2 R\left(\frac{u d \sqrt{2}}{1-p}\right) \times \\
& \times \exp \left\{\frac{1}{d} \sum_{k=1}^{\infty} \gamma_{k} z_{0 k} \ln \left(T_{k+1}-T_{k}\right)+\frac{2 \widetilde{P}}{p^{\frac{2}{\alpha}}\left(1-\frac{2}{\alpha}\right)}\right\}, \tag{6.15}
\end{align*}
$$

holds true, where
$d=\sum_{k=1}^{\infty} \gamma_{k} z_{0 k}$,
$\widetilde{P}=\sup _{k}\left(\ln \left(e^{\alpha}+\frac{2 \sqrt{b-a}}{T_{k+1}-T_{k}}\right)\right)$.
Proof. Let us put $r(v)=(\ln v)^{f}, v>e, 1<f<\frac{\alpha}{2}$. For our case

$$
r(x y)=(\ln x+\ln y)^{f} \leqslant 2^{f-1}\left((\ln x)^{f}+(\ln y)^{f}\right)
$$

and

$$
\begin{aligned}
N_{k}\left(\sigma_{k}^{(-1)}(v)\right) \leqslant & \left(\frac{T_{k+1}-T_{k}}{2 \sigma_{k}^{(-1)}(v)}+1\right)\left(\frac{b-a}{2 \sigma_{k}^{(-1)}(v)}+1\right) \leqslant \\
& \leqslant \frac{\left(T_{k+1}-T_{k}\right)(b-a)}{\left(\sigma_{k}^{(-1)}(v)\right)^{2}}
\end{aligned}
$$

for $v<t_{0 k}$. Then

$$
\begin{aligned}
& \frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}} r\left(N_{k}\left(\sigma_{k}^{(-1)}(v)\right)\right) d v \leqslant \frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}} r\left(\frac{(b-a)\left(T_{k+1}-T_{k}\right)}{\left(\sigma_{k}^{(-1)}(v)\right)^{2}}\right) d v \leqslant \\
& \leqslant \frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}} r\left(\frac{(b-a)\left(T_{k+1}-T_{k}\right)}{C^{2}} \exp \left\{2\left(\frac{C_{2}}{v^{2} T_{k}}\right)^{\frac{1}{\alpha}}\right\}\right) d v= \\
& =\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}}\left(\ln \frac{(b-a)\left(T_{k+1}-T_{k}\right)}{C^{2}}+2\left(\frac{C_{2}}{v^{2} T_{k}}\right)^{\frac{1}{\alpha}}\right)^{f} d v \leqslant \\
& \leqslant 2^{f-1}\left[\left(\ln \frac{(b-a)\left(T_{k+1}-T_{k}\right)}{C^{2}}\right)^{f}+\frac{2^{f}}{p t_{0 k}}\left(\frac{C_{2}}{T_{k}}\right)^{\frac{f}{\alpha}} \int_{0}^{p t_{0} k} v^{-\frac{2 f}{\alpha}} d v\right]=
\end{aligned}
$$

$$
\begin{aligned}
= & 2^{f-1}\left[\left(\ln \frac{(b-a)\left(T_{k+1}-T_{k}\right)}{C^{2}}\right)^{f}+\frac{2^{f} C_{2}^{\frac{f}{\alpha}}}{T_{k}^{\frac{f}{\alpha}} p t_{0 k}} \frac{\left(p t_{0 k}\right)^{1-\frac{2 f}{\alpha}}}{1-\frac{2 f}{\alpha}}\right]= \\
& =2^{f-1}\left[\left(\ln \frac{(b-a)\left(T_{k+1}-T_{k}\right)}{C^{2}}\right)^{f}+\frac{2^{f} C_{2}^{\frac{f}{\alpha}}}{T_{k}^{\frac{f}{\alpha}}} \frac{\left(p t_{0 k}\right)^{-\frac{2 f}{\alpha}}}{1-\frac{2 f}{\alpha}}\right] .
\end{aligned}
$$

Since

$$
t_{0 k}=\sigma_{k}\left(\varepsilon_{0 k}\right)=\frac{C_{2}^{\frac{1}{2}}}{T_{k}^{\frac{1}{2}}\left(\ln \left(e^{\alpha}+\frac{2 C}{T_{k+1}-T_{k}}\right)\right)^{\frac{\alpha}{2}}},
$$

then

$$
\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}} r\left(N_{k}\left(\sigma_{k}^{(-1)}(v)\right)\right) d v \leqslant
$$

$$
\begin{aligned}
\leqslant & 2^{f-1}\left[\left(\ln \left(T_{k+1}-T_{k}\right)\right)^{f}+\frac{2^{f} C_{2}^{\frac{f}{\alpha}}}{T_{k}^{\frac{f}{\alpha}} p^{\frac{2 f}{\alpha}}\left(1-\frac{2 f}{\alpha}\right)} \frac{T_{k}^{\frac{f}{\alpha}}\left(\ln \left(e^{\alpha}+\frac{2 \sqrt{b-a}}{T_{k+1}-T_{k}}\right)\right)^{f}}{C_{2}^{\frac{f}{\alpha}}}\right]= \\
& =2^{f-1}\left[\left(\ln \left(T_{k+1}-T_{k}\right)\right)^{f}+\frac{2^{f}}{p^{\frac{2 f}{\alpha}}\left(1-\frac{2 f}{\alpha}\right)}\left(\ln \left(e^{\alpha}+\frac{2 \sqrt{b-a}}{T_{k+1}-T_{k}}\right)\right)^{\frac{f}{\alpha}}\right]
\end{aligned}
$$

$1<f<\frac{\alpha}{2}$.
In our case $\ln r^{(-1)}(z)=z^{\frac{1}{f}}$, therefore, if $f$ converge to one, we will get

$$
\begin{gather*}
\prod_{k=1}^{\infty}\left(r^{(-1)}\left(\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}} r\left(N_{k}\left(\sigma_{k}^{(-1)}(v)\right)\right) d v\right)\right)^{\frac{\gamma_{k} z_{0 k}}{d}}= \\
=\exp \left\{\sum_{k=1}^{\infty} \frac{\gamma_{k} z_{0 k}}{d}\left(\frac{1}{p t_{0 k}} \int_{0}^{p t_{0 k}} r\left(N_{k}\left(\sigma_{k}^{(-1)}(v)\right)\right) d v\right)^{\frac{1}{f}}\right\} \leqslant \\
\leqslant \exp \left\{2 ^ { 1 - \frac { 1 } { f } } \sum _ { k = 1 } ^ { \infty } \frac { \gamma _ { k } z _ { 0 k } } { d } \left[\ln \left(T_{k+1}-T_{k}\right)+\right.\right. \\
\left.\left.+\frac{2}{p^{\frac{2}{\alpha}}\left(1-\frac{2 f}{\alpha}\right)^{\frac{1}{f}}}\left(\ln \left(e^{\alpha}+\frac{2 \sqrt{b-a}}{T_{k+1}-T_{k}}\right)\right)\right]\right\} \leqslant \\
\leqslant \exp \left\{\frac{1}{d} \sum_{k=1}^{\infty} \gamma_{k} z_{0 k} \ln \left(T_{k+1}-T_{k}\right)+\frac{2 \widetilde{P}}{p^{\frac{2}{\alpha}}\left(1-\frac{2}{\alpha}\right)}\right\} \tag{6.16}
\end{gather*}
$$

where $\widetilde{P}=\sup _{k}\left(\ln \left(e^{\alpha}+\frac{2 \sqrt{b-a}}{T_{k+1}-T_{k}}\right)\right)$.
The proof of the theorem follows from (6.5) and the last inequality. $\diamond$ Theorem 6.7. Assume that $X(T, \tau)=\widehat{\rho}_{T}(\tau)-\rho(\tau), c=\{c(T), T \in$ $[A ;+\infty)\}$ is some continuous function and $0<c(T)<1$.
Let us denote $\gamma_{k}=\max _{T \in\left[T_{k} ; T_{k+1}\right]} c(T)$.
If the next conditions hold

1) $\sum_{k=1}^{\infty} \gamma_{k} z_{0 k} \ln \left(T_{k+1}-T_{k}\right)<\infty$,
2) $\int_{-\infty}^{+\infty} f^{2}(\lambda)(\ln (1+|\lambda|))^{2 \alpha} d \lambda<\infty, \alpha>2$,
than for arbitrary $x>d \sqrt{2}$ inequality

$$
\begin{gathered}
P\left\{\sup _{(T, \tau) \in \mathbf{T}}|c(T) X(T, \tau)|>x\right\} \leqslant \\
\leqslant 2 e \exp \left\{-\frac{x}{d \sqrt{2}}+\frac{2 \widetilde{P}}{\left(1-\frac{2}{\alpha}\right)}\left(\frac{x}{d \sqrt{2}}\right)^{\frac{2}{\alpha}}\right\}\left(\frac{x \sqrt{2}}{d}\right)^{\frac{1}{2}} \widetilde{\Phi}_{5},
\end{gathered}
$$

holds, where
$d=\sum_{k=1}^{\infty} \gamma_{k} z_{0 k}$,
$\widetilde{P}=\sup _{k}\left(\ln \left(e^{\alpha}+\frac{2 \sqrt{b-a}}{T_{k+1}-T_{k}}\right)\right)$,
$\widetilde{\Phi}_{5}=\exp \left\{\frac{1}{d} \sum_{k=1}^{\infty} \gamma_{k} z_{0 k} \ln \left(T_{k+1}-T_{k}\right)\right\}$.
Proof. We will easily get our inequality, if we put $p=\frac{d \sqrt{2}}{x}(x>d \sqrt{2})$ in (6.16) and use Chebyshev inequality and theorem 6.4. Indeed,

$$
\begin{gathered}
P\left\{\sup _{(T, \tau) \in \mathbf{T}}|c(T) X(T, \tau)|>x\right\} \leqslant 2 \exp \left\{-\frac{x(1-p)}{d \sqrt{2}}\right\} \times \\
\times\left(1+\frac{x \sqrt{2}(1-p)}{d}\right)^{\frac{1}{2}} \exp \left\{\frac{2 \widetilde{P}}{p^{\frac{2}{\alpha}}\left(1-\frac{2}{\alpha}\right)}\right\} \widetilde{\Phi}_{5}= \\
=2 \exp \left\{-\frac{x}{d \sqrt{2}}\left(1-\frac{d \sqrt{2}}{x}\right)\right\}\left(1+\frac{x \sqrt{2}}{d}\left(1-\frac{d \sqrt{2}}{x}\right)\right)^{\frac{1}{2}} \times \\
\times \exp \left\{\frac{2 \widetilde{P}}{\left(1-\frac{2}{\alpha}\right)}\left(\frac{x}{d \sqrt{2}}\right)^{\frac{2}{\alpha}}\right\} \leqslant
\end{gathered}
$$

$$
\leqslant 2 e \exp \left\{-\frac{x}{d \sqrt{2}}+\frac{2 \widetilde{P}}{\left(1-\frac{2}{\alpha}\right)}\left(\frac{x}{d \sqrt{2}}\right)^{\frac{2}{\alpha}}\right\}\left(\frac{x \sqrt{2}}{d}\right)^{\frac{1}{2}} \widetilde{\Phi}_{5}
$$

Theorem 6.8. Assume that $X(T, \tau)=\widehat{\rho}_{T}(\tau)-\rho(\tau)$ and let $c(T)=\frac{T^{\frac{1}{2}}}{(\ln T)^{\beta}}$ be the function defined for all $T>e^{m}$, where $m$-some fixed number, $m>4$ and $2<\beta<\frac{m}{2}$.

If for some $\alpha>2$ the next condition holds

$$
\int_{-\infty}^{+\infty} f^{2}(\lambda)(\ln (1+|\lambda|))^{2 \alpha} d \lambda<\infty
$$

then for arbitrary $x>d \sqrt{2}$ inequality

$$
\begin{gathered}
P\left\{\sup _{(T, \tau) \in \mathbf{T}}|c(T) X(T, \tau)|>x\right\} \leqslant \\
\leqslant 2 e \exp \left\{-\frac{x}{d \sqrt{2}}+D_{\alpha}\left(\frac{x}{d \sqrt{2}}\right)^{\frac{2}{\alpha}}\right\}\left(\frac{x \sqrt{2}}{d}\right)^{\frac{1}{2}} D
\end{gathered}
$$

holds, where
$d=C_{0} e^{\frac{1}{2}} \sum_{k=1}^{\infty} \frac{1}{(m+k+1)^{\beta}}$,
$C_{0}$ is known constant, which is determined through $C_{1}$ and $\bar{C}_{2}$ :
$C_{1}=(1+\sqrt{2})\|\rho\|_{2}^{2}$,
$\bar{C}_{2}=8 \pi\left[\widetilde{f}\left(\ln \left(e^{\alpha}+\frac{C}{b-a}\right)\right)^{-\alpha}+\|f\|_{2} \widetilde{f}^{\frac{1}{2}}\right]+2\|\rho\|_{2}^{2}\left(1+6 e+e^{2}\right) \times$
$\times(e-1)\left(\ln \left(e^{\alpha}+\frac{1}{e^{m}(e-1)}\right)\right)^{\alpha}$,

$$
D_{\alpha}=\frac{2\left(\ln \left(e^{\alpha}+\frac{2 \sqrt{b-a}}{e^{m}(e-1)}\right)\right)}{\left(1-\frac{2}{\alpha}\right)}, \quad D=\exp \left\{\frac{\sum_{k=1}^{\infty} \frac{1}{(m+k+1)^{\beta-1}}}{\sum_{k=1}^{\infty} \frac{1}{(m+k+1)^{\beta}}}\right\}
$$

Proof. Theorem follows from the previous one. Function $c(T)>0$ is monotone increasing function with $\beta<\frac{\ln T}{2}$. Since $\beta>2$, then we choose for simplicity $A=e^{m}, m>4$. Let us verify if conditions of the theory 6.7 is done and let us find the estimations for distribution

$$
P\left\{\sup _{(T, \tau) \in \mathbf{T}}|c(T) X(T, \tau)|>x\right\}
$$

Let us choose the points $T_{k}$ of partition in the following way:
$T_{k}=e^{m+k}, k=1,2, \ldots$ In this case $T_{k+1}-T_{k}=e^{m+k}(e-1)>1$.

$$
\begin{gathered}
\gamma_{k}=c\left(T_{k+1}\right)=\frac{T_{k+1}^{\frac{1}{2}}}{\left(\ln T_{k+1}\right)^{\beta}}=\frac{e^{\frac{m+k+1}{2}}}{(m+k+1)^{\beta}}, \quad k=1,2, \ldots, \\
z_{0 k}=\max \left\{\delta_{0 k}, t_{0 k}\right\}=\max \left\{\frac{c_{1}^{\frac{1}{2}}}{T_{k}^{\frac{1}{2}}}, \frac{c_{2}^{\frac{1}{2}}}{T_{k}^{\frac{1}{2}}\left(\ln \left(e^{\alpha}+\frac{2 \sqrt{b-a}}{T_{k+1}-T_{k}}\right)\right)^{\frac{\alpha}{2}}}\right\}=\frac{C_{0}}{e^{\frac{m+k}{2}}},
\end{gathered}
$$

where

$$
C_{0}=\max \left\{C_{1}^{\frac{1}{2}}, \frac{\bar{C}_{2}^{\frac{1}{2}}}{\left(\ln \left(e^{\alpha}+\frac{2 \sqrt{b-a}}{e^{m}(e-1)}\right)\right)^{\frac{\alpha}{2}}}\right\},
$$

$\bar{C}_{2}=8 \pi\left[\widetilde{f}\left(\ln \left(e^{\alpha}+\frac{C}{b-a}\right)\right)^{-\alpha}+\|f\|_{2} \widetilde{f}^{\frac{1}{2}}\right]+2\|\rho\|_{2}^{2}\left(1+6 e+e^{2}\right) \times$ $\times(e-1)\left(\ln \left(e^{\alpha}+\frac{1}{e^{m}(e-1)}\right)\right)^{\alpha}$.

Thus,

$$
\begin{gathered}
d=\sum_{k=1}^{\infty} \gamma_{k} z_{0 k}=C_{0} e^{\frac{1}{2}} \sum_{k=1}^{\infty} \frac{1}{(m+k+1)^{\beta}}<\infty, \quad \text { при } \quad \beta>1, \\
\sum_{k=1}^{\infty} \gamma_{k} z_{0 k} \ln \left(T_{k+1}-T_{k}\right) \leqslant C_{0} e^{\frac{1}{2}} \sum_{k=1}^{\infty} \frac{1}{(m+k+1)^{\beta-1}}<\infty, \quad \text { for } \quad \beta>2,
\end{gathered}
$$

i.e. condition 1) of the theorem 6.7 is done.

Let us estimate $\widetilde{\Phi}_{5}$ and $\widetilde{P}$.

$$
\begin{gathered}
\widetilde{\Phi}_{5}=\exp \left\{\frac{1}{d} \sum_{k=1}^{\infty} \gamma_{k} z_{0 k} \ln \left(T_{k+1}-T_{k}\right)\right\} \leqslant \exp \left\{\frac{\sum_{k=1}^{\infty} \frac{1}{(m+k+1)^{\beta-1}}}{\sum_{k=1}^{\infty} \frac{1}{(m+k+1)^{\beta}}}\right\}, \\
\widetilde{P}=\max _{k \geqslant m}\left(\ln \left(e^{\alpha}+\frac{2 \sqrt{b-a}}{e^{k}(e-1)}\right)\right)=\left(\ln \left(e^{\alpha}+\frac{2 \sqrt{b-a}}{e^{m}(e-1)}\right)\right) .
\end{gathered}
$$

Therefore,

$$
P\left\{\sup _{(T, \tau) \in \mathbf{T}}|c(T) X(T, \tau)|>x\right\} \leqslant
$$

$$
\leqslant 2 e \exp \left\{-\frac{x}{d \sqrt{2}}+D_{\alpha}\left(\frac{x}{d \sqrt{2}}\right)^{\frac{2}{\alpha}}\right\}\left(\frac{x \sqrt{2}}{d}\right)^{\frac{1}{2}} D
$$

where

$$
D_{\alpha}=\frac{2\left(\ln \left(e^{\alpha}+\frac{2 \sqrt{b-a}}{e^{m}(e-1)}\right)\right)}{\left(1-\frac{2}{\alpha}\right)}, \quad D=\exp \left\{\frac{\sum_{k=1}^{\infty} \frac{1}{(m+k+1)^{\beta-1}}}{\sum_{k=1}^{\infty} \frac{1}{(m+k+1)^{\beta}}}\right\} .
$$

Theorem 6.8 enable us to construct criterion for testing of hypothesis about correlation function of stochastic process.

### 6.4. Construction of the criterion for testing hypotheses about the covariance functions of stationary Gaussian stochastic process

Assume that $\xi=\{\xi(t), t \geqslant 0\}$ is a real-valued continuous in mean square stationary Gaussian stochastic process with spectral density $f(\lambda), E \xi(t)=0$ and correlation function $\rho(\tau)=E \xi(t+\tau) \xi(t), a \leqslant \tau \leqslant b$.
As an estimate of $\rho(\tau)$ we consider $\widehat{\rho}_{T}(\tau)=\frac{1}{T} \int_{0}^{T} \xi(t+\tau) \xi(t) d t$ and we assume, that $T>e^{m}(m>4)$.

Let $H$ be the hypothesis that for $a \leqslant \tau \leqslant b$ the correlation function of stochastic process $\xi(t)$ equals $\rho(\tau)$. To test the hypothesis $H$ one can use the following criterion.
Criterion 6.1. For some level of confidence $\gamma, 0<\gamma<1$, one can find such $x_{\gamma}$, that

$$
A\left(x_{\gamma}\right)=2 e \exp \left\{-\frac{x_{\gamma}}{d \sqrt{2}}+D_{\alpha}\left(\frac{x_{\gamma}}{d \sqrt{2}}\right)^{\frac{2}{\alpha}}\right\}\left(\frac{x_{\gamma} \sqrt{2}}{d}\right)^{\frac{1}{2}} D=\gamma
$$

where $\alpha>2$ is such, that $\int_{-\infty}^{+\infty} f^{2}(\lambda)(\ln (1+|\lambda|))^{2 \alpha}<\infty$,
$d=C_{0} e^{\frac{1}{2}} \sum_{k=1}^{\infty} \frac{1}{(m+k+1)^{\beta}}$,
$C_{0}$ is known constant, which is determined through $C_{1}$ and $\bar{C}_{2}$,

$$
D_{\alpha}=\frac{2\left(\ln \left(e^{\alpha}+\frac{2 \sqrt{b-a}}{e^{m}(e-1)}\right)\right)}{\left(1-\frac{2}{\alpha}\right)}, \quad D=\exp \left\{\frac{\sum_{k=1}^{\infty} \frac{1}{(m+k+1)^{\beta-1}}}{\sum_{k=1}^{\infty} \frac{1}{(m+k+1)^{\beta}}}\right\}
$$

$2<\beta<\frac{m}{2}$.

The hypothesis $H$ is accepted if for $T>e^{m}$

$$
\sup _{a<\tau<b} \frac{T^{\frac{1}{2}}}{(\ln T)^{\beta}}\left|\widehat{\rho}_{T}(\tau)-\rho(\tau)\right|<x_{\gamma}
$$

and hypothesis is rejected otherwise.
Remark 6.2. Note, that this criterion can be used for large enough $T$ (for simplicity we consider $T>e^{m}$, where $m>4$ ), and the probability of the first type's error does not exceed $\gamma$ in this case. Using both, criterion 6.1 and criterion which was constructed earlier, enable us significantly reduce the probability of the second type's error.

## Chapter 7

## Estimation of correlation function of

## homogeneous and isotropic Gaussian random field.

In the previous chapters, the problem of estimation of correlation function of Gaussian stochastic process was considered. In this chapter we wi$l l$ consider the similar problem for Gaussian random field. Estimates of the correlation functions of random fields were considered in the works of Dychovychnyj A.A. [27], Rakhimov G.M. [116], Revenko A.O. [117]. In the work of Dychovychnyj, for example, a random field is considered on a ball and on a cube in $\mathbb{R}^{n}$.

In this chapter homogeneous and isotropic mean-square continuous Gaussian random field $\xi(x)$ defined in $\mathbb{R}^{n}$ with $E \xi(x)=0$ is considered. The spherical correlogram of random field is chosen as estimator of correlation function. For this field the inequalities for distribution of spherical mean deviation from its correlation function in $L_{2}$-metric are obtained. Based on these inequalities the new criterion for testing of hypotheses about its correlation function is constructed. Random field is observed on the ball in $\mathbb{R}^{n}$.

### 7.1. The estimates for distribution of spherical mean deviation from its correlation function in $L_{2}$-metric

Assume that $\xi(x)$ is homogeneous in wide sense random field defined in $\mathbb{R}^{n}$ (suppose that $E \xi(x)=0$ ). It means that $E|\xi(x)|^{2}<+\infty$ and $E \xi(x) \overline{\xi(y)}$ depends only on the distance $|x-y|$ between $x$ and $y$. This implies that $B(x, y)=E \xi(x) \overline{\xi(y)}=B(|x-y|)$.
Definition 7.1. [141] Let $S O(n)$ be a group of rotations $\mathbb{R}^{n}$ around the origin. A homogeneous random field $\xi(x)$ is called isotropic if $E \xi(x) \overline{\xi(y)}=$ $E \xi(g x) \overline{\xi(g y)}$ for all $g \in S O(n)$.

Correlation function $B(x, y)$ of homogeneous and isotropic random field depends only on the distance between $x$ and $y$ and is known that

$$
\begin{equation*}
B(|x-y|)=\int_{\mathbb{R}^{n}} e^{i(\lambda, x-y)} F(d \lambda), \tag{7.1}
\end{equation*}
$$

where $F(\cdot)$ is a finite measure on $\sigma$-algebra $B_{n}$ Borel sets of $\mathbb{R}^{n}$. Move to spherical coordinates in (7.1). We obtaine [141]

$$
B(r)=2^{\frac{n-2}{2}} \Gamma\left(\frac{n}{2}\right) \int_{0}^{+\infty} \frac{J_{\frac{n-2}{2}}(\lambda r)}{(\lambda r)^{\frac{n-2}{2}}} d \Phi(\lambda),
$$

where
$r=|x-y|$ is a distance between $x$ and $y, \Phi(\lambda)=\int_{\sqrt{v_{1}^{2}+\cdots+v_{n}^{2}} \leqslant \lambda} F(d v)$,
therefore $\Phi(\lambda)$ is nondecreasing function on $[0,+\infty)$ and $\int_{0}^{+\infty} d \Phi(\lambda)=$ $F\left(\mathbb{R}^{n}\right)<+\infty$.

Consider spherical Bessel function

$$
\begin{equation*}
Y_{n}(z)=2^{\frac{n-2}{2}} \Gamma\left(\frac{n}{2}\right) \frac{J_{\frac{n-2}{2}}(z)}{z^{\frac{n-2}{2}}} . \tag{7.2}
\end{equation*}
$$

Then (7.1) can be written as

$$
\begin{equation*}
B(r)=\int_{0}^{+\infty} Y_{n}(\lambda r) d \Phi(\lambda) \tag{7.3}
\end{equation*}
$$

In this section we deal with homogeneous and isotropic mean-square continuous Gaussian random field $\xi(x)$ defined in $\mathbb{R}^{n}$ with $E \xi(x)=0$. Assume that sample paths of the field are continuous with probability 1 on any bounded and closed area. The necessary and sufficient conditions of this fact are considered in [141].

In the theorem 7.1 we will give sufficient conditions which are close to the necessary conditions.
Theorem 7.1. [141] Suppose that for some $\varepsilon>0$ condition

$$
\int_{0}^{\infty} \ln ^{1+\varepsilon}(1+\lambda) d \Phi(\lambda)<+\infty
$$

holds. Then the random field $\xi(x)$ is continuous with probability one on any bounded and closed area.

We denote by $S_{R}(x)$ and $V_{R}(x)$ sphere and ball of radius $R$ centered at a point $x$ respectively.Let $m_{n}^{(R)}(\cdot)$ be a Lebesgue measure on $S_{R}(x)$.

Then

$$
U_{n}(R)=\frac{R^{n} \pi^{\frac{n}{2}}}{\Gamma\left(\frac{n}{2}+1\right)}, \quad \omega_{n}(R)=\frac{2 R^{n-1} \pi^{\frac{n}{2}}}{\Gamma\left(\frac{n}{2}\right)}
$$

are the volume of ball and the surface area of the sphere of radius $R$ in $\mathbb{R}^{n}$ respectively.

Consider a random field

$$
\eta_{R}(x)=\frac{1}{\omega_{n}(R)} \int_{S_{R}(x)} \xi(y) m_{n}^{(R)}(d y) .
$$

Theorem 7.2. [141] Random field $\eta_{R}(x)$ is homogeneous and isotropic. Homogeneous and isotropic random fields $\eta_{R}(x)$ and $\xi(x)$ are related each other and the following equalities hold

$$
\begin{gather*}
E \eta_{R_{1}}\left(x_{1}\right) \eta_{R_{2}}\left(x_{2}\right)=\int_{0}^{+\infty} Y_{n}\left(\lambda R_{1}\right) Y_{n}\left(\lambda R_{2}\right) Y_{n}\left(\lambda r_{x_{1} x_{2}}\right) d \Phi(\lambda),  \tag{7.4}\\
E \eta_{R}\left(x_{1}\right) \xi\left(x_{2}\right)=\int_{0}^{+\infty} Y_{n}(\lambda R) Y_{n}\left(\lambda r_{x_{1} x_{2}}\right) d \Phi(\lambda), \tag{7.5}
\end{gather*}
$$

where

- $Y_{n}(z)$ is defined in (7.2),
- $r_{x_{1} x_{2}}=\left|x_{1}-x_{2}\right|$ is a distance between the points $x_{1}$ and $x_{2}$.

Let the random field $\xi(x)$ be observed on the ball $V_{R+r}(0), r \geqslant 0$, and let the spectral function $\Phi(\lambda)$ of the field $\xi(x)$ be absolutely continuous.

Let a spherical correlogram [14]

$$
\widehat{B}(r)=\frac{1}{U_{n}(R)} \int_{V_{R}(0)} \xi(x)\left[\frac{1}{\omega_{n}(r)} \int_{S_{r}(x)} \xi(t) m_{n}^{(r)}(d t)\right] d x=
$$

be an estimator of correlation function in point $r$.

$$
\begin{equation*}
=\frac{1}{U_{n}(R)} \int_{V_{R}(0)} \xi(x) \eta_{r}(x) d x \tag{7.6}
\end{equation*}
$$

Using (7.3) and the theorem 7.2, we obtain that $\widehat{B}(r)$ is unbiased estimate of $B(r)$ :

$$
\begin{aligned}
& E \widehat{B}(r)=\frac{1}{U_{n}(R)} \int_{V_{R}(0)} E \xi(x) \eta_{r}(x) d x= \\
= & \frac{1}{U_{n}(R)} \int_{V_{R}(0)} \int_{0}^{+\infty} Y_{n}(\lambda r) Y_{n}(0) d \Phi(\lambda) d x=
\end{aligned}
$$

$$
=\frac{1}{U_{n}(R)} \int_{V_{R}(0)} \int_{0}^{+\infty} Y_{n}(\lambda r) d \Phi(\lambda) d x=B(r),
$$

since $Y_{n}(0)=1$.
Calculate $E \widehat{B}^{2}(r)$ :

$$
\begin{aligned}
& E \widehat{B}^{2}(r)=E\left(\frac{1}{U_{n}(R)} \int_{V_{R}(0)} \xi(x) \eta_{r}(x) d x\right)^{2}= \\
& =E \frac{1}{U_{n}^{2}(R)} \int_{V_{R}(0)} \int_{V_{R}(0)} \xi(x) \eta_{r}(x) \xi(y) \eta_{r}(y) d x d y .
\end{aligned}
$$

By the Isserlis equality [19] and relationships (7.4),(7.5) we have

$$
\begin{gathered}
E \widehat{B}^{2}(r)=\frac{1}{U_{n}^{2}(R)} \int_{V_{R}(0)} \int_{V_{R}(0)}\left[E \xi(x) \eta_{r}(x) E \xi(y) \eta_{r}(y)+\right. \\
\left.+E \xi(x) \xi(y) E \eta_{r}(x) \eta_{r}(y)+E \xi(x) \eta_{r}(y) E \xi(y) \eta_{r}(x)\right] d x d y= \\
=\frac{1}{U_{n}^{2}(R)} \int_{V_{R}(0)} \int_{V_{R}(0)}\left[\left(\int_{0}^{+\infty} Y_{n}(\lambda r) Y_{n}(0) d \Phi(\lambda)\right)^{2}+\right. \\
+B(|x-y|) \int_{0}^{+\infty} Y_{n}^{2}(\lambda r) Y_{n}(\lambda|x-y|) d \Phi(\lambda)+ \\
\left.+\int_{0}^{+\infty} Y_{n}(\lambda r) Y_{n}(\lambda|x-y|) d \Phi(\lambda) \int_{0}^{+\infty} Y_{n}(\lambda r) Y_{n}(\lambda|x-y|) d \Phi(\lambda)\right] d x d y= \\
=\frac{1}{U_{n}^{2}(R)} \int_{V_{R}(0)} \int_{V_{R}(0)}\left[B^{2}(r)+B(|x-y|) \int_{0}^{+\infty} Y_{n}^{2}(\lambda r) Y_{n}(\lambda|x-y|) d \Phi(\lambda)+\right. \\
\left.\quad+\left(\int_{0}^{+\infty} Y_{n}(\lambda r) Y_{n}(\lambda|x-y|) d \Phi(\lambda)\right)^{2}\right] d x d y= \\
+B^{2}(r)+\frac{1}{U_{n}^{2}(R)} \int_{V_{R}(0)} \int_{V_{R}(0)}\left[B(|x-y|) \int_{0}^{+\infty} Y_{n}^{2}(\lambda r) Y_{n}(\lambda|x-y|) d \Phi(\lambda)+\right. \\
\left.\quad+\left(\int_{0}^{+\infty} Y_{n}(\lambda r) Y_{n}(\lambda|x-y|) d \Phi(\lambda)\right)^{2}\right] d x d y .
\end{gathered}
$$

Therefore,

$$
\begin{gathered}
E(\widehat{B}(r)-B(r))^{2}=E \widehat{B}^{2}(r)-B^{2}(r)= \\
=\frac{1}{U_{n}^{2}(R)} \int_{V_{R}(0)} \int_{V_{R}(0)}\left[B(|x-y|) \int_{0}^{+\infty} Y_{n}^{2}(\lambda r) Y_{n}(\lambda|x-y|) d \Phi(\lambda)+\right. \\
\left.+\left(\int_{0}^{+\infty} Y_{n}(\lambda r) Y_{n}(\lambda|x-y|) d \Phi(\lambda)\right)^{2}\right] d x d y .
\end{gathered}
$$

Consider $\zeta(r)=\widehat{B}(r)-B(r), 0 \leqslant r \leqslant B, 0<B<+\infty$.
$\zeta(r)$ is a square Gaussian random process, since $\widehat{B}(r)$ is a limit of integral sums

$$
\frac{1}{U_{n}^{2}(R)} \sum_{k} \eta_{k}\left(x_{k}\right) \xi\left(x_{k}\right) \Delta x_{k},
$$

$E \zeta(r)=0$.
Let $\eta=\int_{0}^{B}(\widehat{B}(r)-B(r))^{2} d r, 0 \leqslant r \leqslant T$.
It is clear that $\eta=$ l.i.m. $\cdot k \rightarrow \infty \sum_{k} \zeta^{2}\left(r_{k}\right) \Delta r_{k}$.

$$
\begin{gather*}
E \eta=\int_{0}^{B} E(\widehat{B}(r)-B(r))^{2} d r= \\
=\frac{1}{U_{n}^{2}(R)} \int_{0}^{B} \int_{V_{R}(0)} \int_{V_{R}(0)}\left[B(|x-y|) \int_{0}^{+\infty} Y_{n}^{2}(\lambda r) Y_{n}(\lambda|x-y|) d \Phi(\lambda)+\right. \\
\left.+\left(\int_{0}^{+\infty} Y_{n}(\lambda r) Y_{n}(\lambda|x-y|) d \Phi(\lambda)\right)^{2}\right] d x d y d r . \tag{7.7}
\end{gather*}
$$

Theorem 7.3. For estimator $\widehat{B}(r)$ of correlation function $B(r)$ of homogeneous and isotropic continuous in mean square random field $\xi(x)$ the following inequalities hold

$$
\begin{equation*}
P\left\{\int_{0}^{B}(\widehat{B}(r)-B(r))^{2} d r>x \int_{0}^{B} D \widehat{B}(r) d r\right\} \geqslant 1-g(u) \exp \left\{\frac{u^{2} x}{2}\right\} \tag{7.8}
\end{equation*}
$$

for $u>0,0<x<-\frac{2 \ln g(u)}{u^{2}}$,
where $g(u)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} \exp \left\{-\frac{s^{2}}{2}\right\} \frac{d s}{\left(1+s^{2} u^{2}\right)^{\frac{1}{4}}}$ and

$$
\begin{equation*}
P\left\{\int_{0}^{B}(\widehat{B}(r)-B(r))^{2} d r>y \int_{0}^{B} D \widehat{B}(r) d r\right\} \leqslant \frac{2^{\frac{1}{4}} y^{\frac{1}{4}}}{\operatorname{ch}\left(\sqrt{\frac{y}{2}}-\frac{1}{2}\right)} \tag{7.9}
\end{equation*}
$$

for $y>\frac{1}{2}$.
Remark 7.1. The inequalities (7.8),(7.9) enable us to construct confidence sets for correlation function $B(r)$ in $L_{2}(0, B)$ space.

Let $H$ be the hypothesis that the covariance function of homogeneous and isotropic continuous in mean square Gaussian random field $\xi(x)$ equals $B(r)$, for $0 \leqslant r \leqslant B$. As an estimator for $B(r)$ we choose $\widehat{B}(r)$ defined in (7.6). To test the hypothesis $H$ one can use the following criterion.

Criterion 7.1. For some level of confidence $\alpha, 0<\alpha<1$, we can find such positive $x_{\alpha}$ and $y_{\alpha}$, that

$$
s\left(x_{\alpha}, u\right)+f\left(y_{\alpha}\right)=\alpha,
$$

where
$s(x, u)=g(u) \exp \left\{\frac{u^{2} x}{2}\right\}, u>0, f(x)=\frac{2^{\frac{1}{4}} x^{\frac{1}{4}}}{\operatorname{ch}\left(\sqrt{\frac{x}{2}}-\frac{1}{2}\right)}$.
The hypothesis $H$ is accepted if

$$
x_{\alpha}<\frac{\int_{0}^{B}(\widehat{B}(r)-B(r))^{2} d r}{E \int_{0}^{B}(\widehat{B}(r)-B(r))^{2} d r}<y_{\alpha}
$$

and hypothesis is rejected otherwise.
Remark 7.2. The probability of the first type's error does not exceed $\alpha$ when we use this criterion.

### 7.2. Construction criterion for testing hypothesis about the covariance function of the homogeneous and isotropic random field

Let $\xi(x)$ be a continuous in mean square homogeneous and isotropic Gaussian random field in $\mathbb{R}^{n}$ with zero-mean. Without any loss of generality, we can assume that the sample paths of the field $\xi(x)$ are continuous with probability one on any bounded and closed set.

Let the random field $\xi(x)$ be observed on the ball $V_{R+\tau}(0), \tau \geqslant 0$ and let the spectral function of the field $\Phi(\lambda)$ be absolutely continuous.

Theorem 7.4. Let a spherical correlogram

$$
\begin{align*}
& \hat{B}(\tau)=\frac{1}{U_{n}(R)} \int_{V_{R}(0)} \xi(x)\left(\frac{1}{\omega_{n}(r)} \int_{S_{r}(x)} \xi(t) m_{n}^{(\tau)}(d t)\right) d x= \\
&=\frac{1}{U_{n}(R)} \int_{V_{R}(0)} \xi(x) \eta_{\tau}(x) d x \tag{7.10}
\end{align*}
$$

be an estimator of the covariance function $B(\tau)$. Then the following inequality holds for all $\varepsilon \geqslant\left(\frac{p}{\sqrt{2}}+\sqrt{\left(\frac{p}{2}+1\right) p}\right)^{p} C_{p}$

$$
P\left\{\int_{0}^{A}(\hat{B}(\tau)-B(\tau))^{p} d \tau>\varepsilon\right\} \leqslant 2 \sqrt{1+\frac{\varepsilon^{1 / p} \sqrt{2}}{C_{p}^{\frac{1}{p}}}} \exp \left\{-\frac{\varepsilon^{\frac{1}{p}}}{\sqrt{2} C_{p}^{\frac{1}{p}}}\right\}
$$

where

$$
\begin{aligned}
& C_{p}=\frac{1}{U_{n}^{2}(R)} \int_{0}^{A} \int_{V_{R}(0)} \int_{V_{R}(0)}\left(B(|x-y|) \int_{0}^{\infty} Y_{n}^{2}(\lambda \tau) Y_{n}(\lambda|x-y|) d \Phi(\lambda)+\right. \\
&\left.+\left[\int_{0}^{\infty} Y_{n}(\lambda \tau) Y_{n}(\lambda|x-y|) d \Phi(\lambda)\right]\right) d x d y d \tau
\end{aligned}
$$

and $0<A<\infty$.

Remark 7.3. Since the sample paths of the field $\xi(x)$ are continuous with probability one on the ball $V_{R+\tau}(0), \hat{B}(\tau)$ is a Riemann integral.

Proof. Consider

$$
\mathbf{E}(\hat{B}(\tau)-B(\tau))^{2}=\mathbf{E}(\hat{B}(\tau))^{2}-B^{2}(\tau)
$$

From the Isserlis equality for jointly Gaussian random variables and relati-
onships 7.4 and 7.5 it follows that

$$
\begin{aligned}
& \mathbf{E} \hat{B}^{2}(\tau)=\frac{1}{U_{n}^{2}(R)} \int_{V_{R}(0)} \int_{V_{R}(0)}\left(\mathbf{E} \xi(x) \eta_{\tau}(x) \mathbf{E} \xi(x) \eta_{\tau}(x)+\right. \\
& \left.+\mathbf{E} \xi(x) \xi(y) \mathbf{E} \eta_{\tau}(x) \eta_{\tau}(y)+\mathbf{E} \xi(x) \eta_{\tau}(y) \mathbf{E} \xi(y) \eta_{\tau}(x)\right) d x d y= \\
& =\frac{1}{U_{n}^{2}(R)} \int_{V_{R}(0)} \int_{V_{R}(0)}\left(\left[\int_{0}^{\infty} Y_{n}(\lambda \tau) Y_{n}(0) d \Phi(\lambda)\right]^{2}+\right. \\
& \quad+B(|x-y|) \int_{0}^{\infty} Y_{n}^{2}(\lambda \tau) Y_{n}(\lambda|x-y|) d \Phi(\lambda)+ \\
& \left.+\int_{0}^{\infty} Y_{n}(\lambda \tau) Y_{n}(\lambda|x-y|) d \Phi(\lambda) \int_{0}^{\infty} Y_{n}(\lambda \tau) Y_{n}(\lambda|x-y|) d \Phi(\lambda)\right) d x d y= \\
& =\frac{1}{U_{n}^{2}(R)} \int_{V_{R}(0)}^{\int_{V_{R}(0)}\left(B^{2}(\tau)+B(|x-y|) \int_{0}^{\infty} Y_{n}^{2}(\lambda \tau) Y_{n}(\lambda|x-y|) d \Phi(\lambda)+\right.} \\
& \left.\left.\quad+\int_{0}^{\infty} Y_{n}(\lambda \tau) Y_{n}(\lambda|x-y|) d \Phi(\lambda)\right]^{2}\right) d x d y=B^{2}(\tau)+ \\
& \\
& \frac{1}{U_{n}^{2}(R)} \int_{V_{R}(0)}^{\int_{V_{R}(0)}\left(B(|x-y|) \int_{0}^{\infty} Y_{n}^{2}(\lambda \tau) Y_{n}(\lambda|x-y|) d \Phi(\lambda)+\right.} \\
& \left.+\left[\int_{0}^{\infty} Y_{n}(\lambda \tau) Y_{n}(\lambda|x-y|) d \Phi(\lambda)\right]\right) d x d y
\end{aligned}
$$

Therefore,

$$
\begin{align*}
\mathbf{E}(\hat{B}(\tau)-B(\tau))^{2}=\frac{1}{U_{n}^{2}(R)} & \int_{V_{R}(0)} \int_{V_{R}(0)}\left(B(|x-y|) \int_{0}^{\infty} Y_{n}^{2}(\lambda \tau) Y_{n}(\lambda|x-y|) d \Phi(\lambda)+\right. \\
+ & {\left.\left[\int_{0}^{\infty} Y_{n}(\lambda \tau) Y_{n}(\lambda|x-y|) d \Phi(\lambda)\right]\right) d x d y } \tag{7.11}
\end{align*}
$$

Since $\hat{B}(\tau)-B(\tau)$ is a square Gaussian random field (see Lemma 3.1,

Chapter 6 in book [19]), then it follows from the Theorem 3.4 that

$$
P\left\{\int_{0}^{A}(\hat{B}(\tau)-B(\tau))^{p} d \tau>\varepsilon\right\} \leqslant 2 \sqrt{1+\frac{\varepsilon^{1 / p} \sqrt{2}}{C_{p}^{\frac{1}{p}}}} \exp \left\{-\frac{\varepsilon^{\frac{1}{p}}}{\sqrt{2} C_{p}^{\frac{1}{p}}}\right\} .
$$

Applying equality (7.11) we get

$$
\begin{aligned}
C_{p}=\frac{1}{U_{n}^{2}(R)} \int_{0}^{A} \int_{V_{R}(0)} \int_{V_{R}(0)} & \left(B(|x-y|) \int_{0}^{\infty} Y_{n}^{2}(\lambda \tau) Y_{n}(\lambda|x-y|) d \Phi(\lambda)+\right. \\
& \left.+\left[\int_{0}^{\infty} Y_{n}(\lambda \tau) Y_{n}(\lambda|x-y|) d \Phi(\lambda)\right]\right) d x d y d \tau .
\end{aligned}
$$

Denote

$$
g(\varepsilon)=2 \sqrt{1+\frac{\varepsilon^{1 / p} \sqrt{2}}{C_{p}^{\frac{1}{p}}}} \exp \left\{-\frac{\varepsilon^{\frac{1}{p}}}{\sqrt{2} C_{p}^{\frac{1}{p}}}\right\} .
$$

From the Theorem 3 it follows that if $\varepsilon \geqslant z_{p}=C_{p}\left(\frac{p}{\sqrt{2}}+\sqrt{\left(\frac{p}{2}+1\right) p}\right)^{p}$ then

$$
P\left\{\int_{0}^{A}(\hat{B}(\tau)-B(\tau))^{p} d \tau>\varepsilon\right\} \leqslant g(\varepsilon) .
$$

Let $\varepsilon_{\delta}$ be a solution of the equation $g(\varepsilon)=\delta, 0<\delta<1$. Put $S_{\delta}=$ $\max \left\{\varepsilon_{\delta}, z_{p}\right\}$. It is obviously that $g\left(S_{\delta}\right) \leqslant \delta$ and

$$
\begin{equation*}
P\left\{\int_{0}^{A}(\hat{B}(\tau)-B(\tau))^{p} d \tau>S_{\delta}\right\} \leqslant \delta . \tag{7.12}
\end{equation*}
$$

Let $\mathbb{H}$ be the hypothesis that the covariance function of homogeneous and isotropic continuous in mean square Gaussian random field $\xi(x)$ equals $B(\tau)$ for $0 \leqslant \tau \leqslant A$. From the Theorem 7.4 and (7.12) it follows that to test the hypothesis $\mathbb{H}$ one can use the following criterion.
Criterion 7.2. For a given level of confidence $\delta$ the hypothesis $\mathbb{H}$ is accepted if

$$
\int_{0}^{A}(\hat{B}(\tau)-B(\tau))^{p} d \mu(\tau)<S_{\delta}
$$

otherwise hypothesis is rejected.
Remark 7.4. The equation $g(\varepsilon)=\delta$ has a solution for any $\delta>0$, since $g(\varepsilon)$
is a monotonically decreasing function. We can find the solution of equation using numerical methods.

Remark 7.5. One can easily see that Criterion 7.2 can be used if $C_{p} \rightarrow 0$ as $R \rightarrow \infty$.

Example 7.1. Let the hypothesis $\mathbb{H}$ is such that the covariance function of a homogeneous and isotropic Gaussian stochastic field $\xi(x)$ equals to $B(\tau)=9 \sqrt{\pi} \frac{J_{3 / 2}(c \tau)}{(c \tau)^{3 / 2}}$, where $J_{3 / 2}(c \tau)$ is Bessel functions of the first kind, $c>0,0 \leqslant \tau \leqslant A$. It is known that for $B(\tau)$ exist the spectral function in the following form

$$
\Phi(\lambda)=\left\{\begin{array}{cc}
\left(\frac{\lambda}{c}\right)^{3}, & \text { as } 0<\lambda \leqslant c, \\
1, & \text { as } \lambda>c .
\end{array}\right.
$$

We will estimate the value of $C_{p}$ from the Theorem 7.4. Consider the following integrals $I_{1}=\int_{0}^{\infty} Y_{n}(\lambda \tau) Y_{n}(\lambda|x-y|) d \Phi(\lambda)$ and $I_{2}=\int_{0}^{\infty} Y_{n}^{2}(\lambda \tau) Y_{n}(\lambda \mid x-$ $y \mid) d \Phi(\lambda)$. We will choose $n=3$ and we will evaluate the integral $I_{1}$

$$
\begin{aligned}
\left|I_{1}\right|=\left|\int_{0}^{\infty} Y_{3}(\lambda \tau) Y_{3}(\lambda|x-y|) d \Phi(\lambda)\right| & =\left|\frac{3}{c^{3}} \int_{0}^{c} Y_{3}(\lambda \tau) Y_{3}(\lambda|x-y|) \lambda^{2} d(\lambda)\right| \leqslant \\
& \leqslant \frac{3}{c^{3}} \int_{0}^{c}\left|Y_{3}(\lambda \tau)\right|\left|Y_{3}(\lambda|x-y|)\right| \lambda^{2} d \lambda
\end{aligned}
$$

We will estimate the value of $\left|Y_{3}(\lambda \tau)\right|$. We will use an estimate of Bessel functions of the first kind that was obtained in the paper [133], namely

$$
\begin{equation*}
\left|J_{k}(u)\right| \leqslant 2^{1-\alpha}|u|^{\alpha} \pi^{\alpha} \frac{1}{k^{\alpha}} . \tag{7.13}
\end{equation*}
$$

For simplicity we choose $\alpha=1$. Then

$$
\left|Y_{3}(\lambda \tau)\right|=\left|\sqrt{2} \Gamma\left(\frac{3}{2}\right) \frac{J_{1 / 2}(\lambda \tau)}{(\lambda \tau)^{3 / 2}}\right| \leqslant 2 \sqrt{2} \frac{|\lambda \tau|}{|\lambda \tau|^{3 / 2}} \pi \Gamma\left(\frac{3}{2}\right)=2 \sqrt{2} \pi \Gamma\left(\frac{3}{2}\right) \sqrt{\lambda \tau} .
$$

Similarly, we obtain that

$$
\left|Y_{3}(\lambda \sqrt{|x-y|})\right| \leqslant=2 \sqrt{2} \pi \Gamma\left(\frac{3}{2}\right) \sqrt{\lambda|x-y|} .
$$

Then

$$
\begin{aligned}
\left|I_{1}\right| \leqslant & \frac{3}{c^{3}} \int_{0}^{c} 2 \sqrt{2} \pi \Gamma\left(\frac{3}{2}\right) \sqrt{\lambda \tau} 2 \sqrt{2} \pi \Gamma\left(\frac{3}{2}\right) \sqrt{\lambda|x-y|} \lambda^{2} d \lambda= \\
& =\frac{24}{c^{3}} \pi^{2} \Gamma^{2}\left(\frac{3}{2}\right) \sqrt{\tau} \sqrt{|x-y|} \int_{0}^{c} \lambda^{3} d \lambda=6 \pi^{2} \Gamma^{2}\left(\frac{3}{2}\right) c \sqrt{\tau} \sqrt{|x-y|} .
\end{aligned}
$$

Consider the integer інтеграл $I_{2}$

$$
\begin{aligned}
\left|I_{2}\right|=\left|\int_{0}^{\infty} Y_{3}^{2}(\lambda \tau) Y_{3}(\lambda|x-y|) d \Phi(\lambda)\right| & =\left|\frac{3}{c^{3}} \int_{0}^{c} Y_{3}^{2}(\lambda \tau) Y_{3}(\lambda|x-y|) \lambda^{2} d(\lambda)\right| \leqslant \\
& \leqslant \frac{3}{c^{3}} \int_{0}^{c}\left|Y_{3}^{2}(\lambda \tau)\right|\left|Y_{3}(\lambda|x-y|)\right| \lambda^{2} d \lambda
\end{aligned}
$$

Using the similar estimates as in calculating of the integral $I_{1}$ we obtained that

$$
\begin{aligned}
& \left|I_{2}\right| \leqslant \frac{3}{c^{3}} \int_{0}^{c} 2\left(\sqrt{2} \pi \Gamma\left(\frac{3}{2}\right) \sqrt{\lambda \tau}\right)^{2} 2 \sqrt{2} \pi \Gamma\left(\frac{3}{2}\right) \sqrt{\lambda|x-y|} \lambda^{2} d \lambda= \\
= & \frac{48 \sqrt{2}}{c^{3}} \pi^{3} \Gamma^{3}\left(\frac{3}{2}\right) \tau \sqrt{|x-y|} \int_{0}^{c} \lambda^{7 / 2} d \lambda=\frac{96 \sqrt{2}}{9} \pi^{3} \Gamma^{3}\left(\frac{3}{2}\right) \tau \sqrt{|x-y|} c^{3 / 2} .
\end{aligned}
$$

Now we consider the following integral

$$
\begin{gathered}
\left|I_{3}\right|=27 \sqrt{\pi} \left\lvert\, \int_{0}^{R} \int_{-\sqrt{R^{2}-x^{2}}}^{\sqrt{R^{2}-x^{2}}}\left(\frac{J_{3 / 2}(|x-y|)}{|x-y|^{3 / 2}} \int_{0}^{\infty} Y_{3}^{2}(\lambda \tau) Y_{3}(\lambda|x-y|) d \Phi(\lambda)+\right.\right. \\
\left.\int_{0}^{\infty} Y_{3}(\lambda \tau) Y_{3}(\lambda|x-y|) d \Phi(\lambda)\right) d x d y \mid \leqslant \\
27 \sqrt{\pi} \int_{0}^{R} \int_{-\sqrt{R^{2}-x^{2}}}^{\sqrt{R^{2}-x^{2}}}\left(\left|\frac{J_{3 / 2}(|x-y|) \mid}{|x-y|^{3 / 2}}\right| \int_{0}^{c}\left|Y_{3}^{2}(\lambda \tau)\right|\left|Y_{3}(\lambda|x-y|)\right| \lambda^{2} d \lambda+\right. \\
\left.\int_{0}^{c}\left|Y_{3}(\lambda \tau)\right|\left|Y_{3}(\lambda|x-y|)\right| \lambda^{2} d \lambda\right) d x d y .
\end{gathered}
$$

Taking into account the estimates for $I_{1}$ and $I_{2}$, and (7.13) we will get

$$
\begin{aligned}
&\left|I_{3}\right| \leqslant 27 \sqrt{\pi} \int_{0}^{R} \int_{-\sqrt{R^{2}-x^{2}}}^{\sqrt{R^{2}-x^{2}}} \frac{|x-y|}{|x-y|^{3 / 2}} \frac{2 \pi}{3}\left(\frac{96 \sqrt{2}}{9} \pi^{3} \Gamma^{3}\left(\frac{3}{2}\right) \tau \sqrt{|x-y|} c^{3 / 2}+\right. \\
&\left.+6 \pi^{2} \Gamma^{2}\left(\frac{3}{2}\right) c \sqrt{\tau} \sqrt{|x-y|}\right) d y d x=36 \pi^{3} \sqrt{\pi} c \Gamma^{2}\left(\frac{3}{2}\right) \times \\
& \times\left(\frac{96 \sqrt{2}}{9} \pi \Gamma\left(\frac{3}{2}\right) \tau \sqrt{c}+6 \tau\right) \int_{0}^{R} \int_{-\sqrt{R^{2}-x^{2}}}^{\sqrt{R^{2}-x^{2}}} d y d x
\end{aligned}
$$

in this case we will obtained

$$
\begin{array}{r}
2 \int_{0}^{R} \sqrt{R^{2}-x^{2}} d x=2 R^{2} \int_{0}^{\pi / 2} \sqrt{1-\cos ^{2} t} \sin t d t=2 R^{2} \int_{0}^{\pi / 2} \sin ^{2} t d t= \\
=2 R^{2} \int_{0}^{\pi / 2} \frac{1-\cos 2 t}{2} d t=\frac{\pi R^{2}}{2}
\end{array}
$$

Then

$$
\left|I_{3}\right| \leqslant 18 R^{2} \pi^{4} \sqrt{\pi} c \Gamma^{2}\left(\frac{3}{2}\right)\left(\frac{96 \sqrt{2}}{9} \pi \Gamma\left(\frac{3}{2}\right) \tau \sqrt{c}+6 \tau\right)
$$

We will estimate the value of $C_{p}$. From the Theorem 7.4 and above mentioned it follows that

$$
\begin{gathered}
C_{p} \leqslant \frac{1}{U_{3}^{p}(R)} \int_{0}^{A}\left(18 R^{2} \pi^{4} \sqrt{\pi} c \Gamma^{2}\left(\frac{3}{2}\right)\left(\frac{96 \sqrt{2}}{9} \pi \Gamma\left(\frac{3}{2}\right) \tau \sqrt{c}+6 \tau\right)\right)^{p / 2} d \tau \leqslant \\
\frac{1}{U_{3}^{p}(R)} 18 R^{p}\left(\pi^{4} \sqrt{\pi} c \Gamma^{2}\left(\frac{3}{2}\right)\right)^{p / 2} D_{p} \int_{0}^{A}\left(\left(\frac{96 \sqrt{2}}{9} \pi \Gamma\left(\frac{3}{2}\right) \sqrt{c}\right)^{p / 2} \tau^{p / 2}+\right. \\
\left.+6^{p / 2} \tau^{\frac{p+1}{2}}\right) d \tau=\frac{18 R^{p}}{U_{3}^{p}(R)}\left(\pi^{4} \sqrt{\pi} c \Gamma^{2}\left(\frac{3}{2}\right)\right)^{p / 2} D_{p} \times \\
\times\left(\left(\frac{96 \sqrt{2}}{9} \pi \Gamma\left(\frac{3}{2}\right) \sqrt{c}\right)^{p / 2} \frac{2 A^{\frac{p+2}{2}}}{p+2}+6^{p / 2} \frac{2 A^{\frac{p+3}{2}}}{p+3}\right)
\end{gathered}
$$

where

$$
D_{p}=\left\{\begin{array}{cc}
1, & \text { as } 0<p \leqslant 1 \\
2^{p}, & \text { as } p>1
\end{array}\right.
$$

Taking into account the value of $U_{3}^{p}(R)$ we will get

$$
\begin{aligned}
& C_{p} \leqslant \frac{18 \Gamma\left(\frac{5}{2}\right)}{R^{2 p} \pi^{3 / 2}}\left(\pi^{4} \sqrt{\pi} c \Gamma^{2}\left(\frac{3}{2}\right)\right)^{p / 2} D_{p} \times \\
& \times\left(\left(\frac{96 \sqrt{2}}{9} \pi \Gamma\left(\frac{3}{2}\right) \sqrt{c}\right)^{p / 2} \frac{2 A^{\frac{p+2}{2}}}{p+2}+6^{p / 2} \frac{2 A^{\frac{p+3}{2}}}{p+3}\right)
\end{aligned}
$$

### 7.3. Estimation of homogeneous and isotropic Gaussian random field's correlation function when the values of field are observed on a ball

As before, we will use the following notations:

- $S_{R}(x), V_{R}(x)$ sphere and ball of radius $R$ centered at a point $x$;
- $U_{n}(R,) \omega_{n}(R)$ the volume of ball and the surface area of the sphere of radius $R$;
- $m_{n}^{(R)}(\cdot)$ a Lebesgue measure on $S_{R}(x)$;
- $\Phi(\lambda)$ the spectral function $\Phi(\lambda)$ of the field $\xi(x)$.

Consider a random field

$$
\begin{equation*}
\widehat{\eta}_{r}(x)=\frac{1}{\widehat{\omega}_{n}(r)} \sum_{k=1}^{m} \xi\left(x_{k}\right) \Delta S_{k} \tag{7.14}
\end{equation*}
$$

where
$x_{k}$ points on the sphere $S_{r}(x)$;
$\Delta S_{k}$ square of the $k$-th element of sphere's partition;
$\widehat{\omega}_{n}(r)=\sum_{k=1}^{m} \Delta S_{k}$.
Theorem 7.5. Random field $\widehat{\eta}_{r}(x)$ is homogeneous and isotropic.
Homogeneous and isotropic random fields $\widehat{\eta}_{r}(x)$ and $\xi(x)$ are homogeneously and isotropically related each other and the following equalities hold

$$
\begin{equation*}
E \widehat{\eta}_{r_{1}}\left(x_{1}\right) \widehat{\eta}_{r_{2}}\left(x_{2}\right)=\int_{0}^{+\infty} Y_{n}\left(\lambda r_{1}\right) Y_{n}\left(\lambda r_{2}\right) Y_{n}\left(\lambda r_{x_{1} x_{2}}\right) d \Phi(\lambda) \tag{7.15}
\end{equation*}
$$

$$
\begin{equation*}
E \widehat{\eta}_{r}\left(x_{1}\right) \xi\left(x_{2}\right)=\int_{0}^{+\infty} Y_{n}(\lambda r) Y_{n}\left(\lambda r_{x_{1} x_{2}}\right) d \Phi(\lambda) \tag{7.16}
\end{equation*}
$$

where
$r_{x_{1} x_{2}}=\left|x_{1}-x_{2}\right|$ is a distance between the points $x_{1}$ and $x_{2}$. $Y_{n}$ the spherical Bessel function, introduced in (7.2).

Proof. The proof of this theorem is similar to corresponding theorem in [141]

Consider homogeneous and isotropic continuous in mean square Gaussian random field $\xi(x)$ in $\mathbb{R}^{n}$ with mean zero and correlation function $B(r)$. Assume that $B(r)$ can be presented as (7.3). Suppose that the spectral function $\Phi(\lambda)$ of this field is absolutely continuous, random field is observed on a ball $V_{R+r}(0), 0 \leqslant r \leqslant B$, and value of field is known only in some a points on the ball.

Consider $N$ spheres on the ball $V_{R}(x)$ with radiuses $\frac{i R}{N}, 1 \leqslant i \leqslant N$, $\frac{R}{N}<r$, and centers in 0 .

As an estimator of correlation function in point $r$ will use

$$
\begin{equation*}
\widehat{B}_{N}(r)=\frac{1}{\widehat{U}_{n}(R)} \sum_{i=1}^{N} \sum_{j=1}^{M} \xi\left(x_{i j}\right) \widehat{\eta}_{r}\left(x_{i j}\right) \Delta S_{i j}, \tag{7.17}
\end{equation*}
$$

where

- $x_{i j}$ - points on the sphere $S_{\frac{i R}{N}}(0)$;
- $\Delta S_{i j}$ - the surface area of the $j$-th element of sphere's $S_{\frac{i R}{N}}(0)$ partition;
- $\widehat{\omega}_{n}\left(\frac{i R}{N}\right):=\sum_{j=1}^{M} \Delta S_{i j}$;
- $\widehat{U}_{n}(R):=\sum_{i=1}^{N} \sum_{j=1}^{M} \Delta S_{i j}$.
$\widehat{B}_{N}(r)$ is unbiased estimate:

$$
\begin{aligned}
& E \widehat{B}_{N}(r)=\frac{1}{\widehat{U}_{n}(R)} \sum_{i=1}^{N} \sum_{j=1}^{M} E \xi\left(x_{i j}\right) \widehat{\eta}_{r}\left(x_{i j}\right) \Delta S_{i j}= \\
& =\frac{1}{\widehat{U}_{n}(R)} \sum_{i=1}^{N} \sum_{j=1}^{M} \int_{0}^{+\infty} Y_{n}(\lambda r) Y_{n}(0) d \Phi(\lambda) \Delta S_{i j}= \\
& =\frac{1}{\widehat{U}_{n}(R)} \sum_{i=1}^{N} \sum_{j=1}^{M} \int_{0}^{+\infty} Y_{n}(\lambda r) d \Phi(\lambda) \Delta S_{i j}=B(r) .
\end{aligned}
$$

Using the Isserlis formula and equalities (7.15),(7.16) one can calculate
$E \widehat{B}_{N}^{2}(r)$.

$$
\begin{gathered}
E \widehat{B}_{N}^{2}(r)=E\left(\frac{1}{\widehat{U}_{n}(R)} \sum_{i=1}^{N} \sum_{j=1}^{M} \xi\left(x_{i j}\right) \widehat{\eta}_{r}\left(x_{i j}\right) \Delta S_{i j}\right)^{2}= \\
=\frac{1}{\widehat{U}_{n}^{2}(R)} \sum_{i=1}^{N} \sum_{j=1}^{M} \sum_{p=1}^{N} \sum_{l=1}^{M} E \xi\left(x_{i j}\right) \widehat{\eta}_{r}\left(x_{i j}\right) \xi\left(x_{p l}\right) \widehat{\eta}_{r}\left(x_{p l}\right) \Delta S_{i j} \Delta S_{p l}= \\
=\frac{1}{\widehat{U}_{n}^{2}(R)} \sum_{i=1}^{N} \sum_{j=1}^{M} \sum_{p=1}^{N} \sum_{l=1}^{M}\left[E \xi\left(x_{i j}\right) \widehat{\eta}_{r}\left(x_{i j}\right) E \xi\left(x_{p l}\right) \widehat{\eta}_{r}\left(x_{p l}\right)+\right. \\
\left.+E \xi\left(x_{i j}\right) \xi\left(x_{p l}\right) E \widehat{\eta}_{r}\left(x_{i j}\right) \widehat{\eta}_{r}\left(x_{p l}\right)+E \xi\left(x_{i j}\right) \widehat{\eta}_{r}\left(x_{p l}\right) E \xi\left(x_{p l}\right) \widehat{\eta}_{r}\left(x_{i j}\right)\right] \Delta S_{i j} \Delta S_{p l}= \\
=\frac{1}{\widehat{U}_{n}^{2}(R)} \sum_{i=1}^{N} \sum_{j=1}^{M} \sum_{p=1}^{N} \sum_{l=1}^{M}\left[\left(\int_{0}^{+\infty} Y_{n}(\lambda r) Y_{n}(0) d \Phi(\lambda)\right)^{+\infty}+\right. \\
+\int_{0}^{+\infty} B\left(\left|x_{i j}-x_{p l}\right|\right) \int_{0}^{+\infty} Y_{n}^{2}(\lambda r) Y_{n}\left(\lambda\left|x_{i j}-x_{p l}\right|\right) d \Phi(\lambda)+ \\
\left.+\int_{0}^{+\infty} Y_{n}(\lambda r) Y_{n}\left(\lambda\left|x_{i j}-x_{p l}\right|\right) d \Phi(\lambda) \int_{0}^{+\infty} Y_{n}^{2}(\lambda r) Y_{n}\left(\lambda\left|x_{i j}-x_{p l}\right|\right) d \Phi(\lambda)\right] \times \\
\times \Delta S_{i j} \Delta S_{p l}=B^{2}(r)+\frac{1}{\widehat{U}_{n}^{2}(R)} \sum_{i=1}^{N} \sum_{j=1}^{M} \sum_{p=1}^{N} \sum_{l=1}^{M}\left[\int_{0}^{+\infty} B\left(\left|x_{i j}-x_{p l}\right|\right) \times\right. \\
+\left(\int_{0}^{+\infty} Y_{n}(\lambda r) Y_{n}\left(\lambda\left|x_{i j}-x_{p l}\right|\right) d \Phi(\lambda)\right)^{+\infty} \Delta S_{i j} \Delta S_{p l} .
\end{gathered}
$$

Then

$$
\begin{gathered}
E\left(\widehat{B}_{N}(r)-B(r)\right)^{2}=E \widehat{B}_{N}^{2}(r)-B^{2}(r)= \\
=\frac{1}{\widehat{U}_{n}^{2}(R)} \sum_{i=1}^{N} \sum_{j=1}^{M} \sum_{p=1}^{N} \sum_{l=1}^{M}\left[\int_{0}^{+\infty} B\left(\left|x_{i j}-x_{p l}\right|\right) \times\right. \\
\quad \times \int_{0}^{+\infty} Y_{n}^{2}(\lambda r) Y_{n}\left(\lambda\left|x_{i j}-x_{p l}\right|\right) d \Phi(\lambda)+
\end{gathered}
$$

$$
\left.+\left(\int_{0}^{+\infty} Y_{n}(\lambda r) Y_{n}\left(\lambda\left|x_{i j}-x_{p l}\right|\right) d \Phi(\lambda)\right)^{2}\right] \Delta S_{i j} \Delta S_{p l}
$$

Consider $\zeta(r)=\widehat{B}_{N}(r)-B(r), 0 \leqslant r \leqslant B, 0<B<+\infty$.
Since $\widehat{B}_{N}(r)$ is a quadratic form of Gaussian vectors, therefore $\zeta(r)$ is Square Gaussian random process and $E \zeta(r)=0$.

Let $\eta=\int_{0}^{B}\left(\widehat{B}_{N}(r)-B(r)\right)^{2} d r$. Since $\eta$ is a mean square limit of quadratic forms of the type $\sum_{k} \zeta^{2}\left(r_{k}\right) \Delta r_{k}$, where $r_{k} \in[0, B]$, then the next theorem holds.
Theorem 7.6. For the estimator $\widehat{B}_{N}(r)$ of correlation function $B(r)$ homogeneous and isotropic continuous in mean square Gaussian random field $\xi(x)$ the following inequalities hold

$$
P\left\{\int_{0}^{B}\left(\widehat{B}_{N}(r)-B(r)\right)^{2} d r>x \int_{0}^{B} D \widehat{B}_{N}(r) d r\right\} \geqslant 1-g(u) \exp \left\{\frac{u^{2} x}{2}\right\}
$$

for $u>0,0<x<-\frac{2 \ln g(u)}{u^{2}}$,
where $g(u)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} \exp \left\{-\frac{s^{2}}{2}\right\} \frac{d s}{\left(1+s^{2} u^{2}\right)^{\frac{1}{4}}}$, and

$$
P\left\{\int_{0}^{B}\left(\widehat{B}_{N}(r)-B(r)\right)^{2} d r>y \int_{0}^{B} D \widehat{B}_{N}(r) d r\right\} \leqslant \frac{2^{\frac{1}{4}} y^{\frac{1}{4}}}{\operatorname{ch}\left(\sqrt{\frac{y}{2}}-\frac{1}{2}\right)}
$$

for $y>\frac{1}{2}$.

Let $H$ be the hypothesis that for $0 \leqslant r \leqslant B$ the covariance function of homogeneous and isotropic continuous in mean square Gaussian random field $\xi(x)$ equals $B(r)$. As an estimator for $B(r)$ we choose $\widehat{B}_{N}(r)$, defined in (7.17). To test the hypothesis $H$ one can use the following criterion.
Criterion 7.3. For some level of confidence $\alpha, 0<\alpha<1$, one can find such positive $x_{\alpha}$ and $y_{\alpha}$, that

$$
s\left(x_{\alpha}, u\right)+f\left(y_{\alpha}\right)=\alpha,
$$

where
$s(x, u)=g(u) \exp \left\{\frac{u^{2} x}{2}\right\}, u>0, f(x)=\frac{2^{\frac{1}{4}} x^{\frac{1}{4}}}{\operatorname{ch}\left(\sqrt{\frac{x}{2}}-\frac{1}{2}\right)}$.

The hypothesis $H$ is accepted if

$$
x_{\alpha}<\frac{\int_{0}^{B}\left(\widehat{B}_{N}(r)-B(r)\right)^{2} d r}{E \int_{0}^{B}\left(\widehat{B}_{N}(r)-B(r)\right)^{2} d r}<y_{\alpha}
$$

and hypothesis is rejected otherwise.
Remark 7.6. The probability of the first type's error does not exceed $\alpha$ when we use this criterion.
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