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Abstract
Relevance. High-quality smoothing of sound during its passage in local networks and in stereo systems allows for the 
transmission of sound over wireless networks with virtually no delays. The basis for this sound remains controversial. 
Its decoding is possible both on the receiving device and on the transmitter. At the same time, the processors can 
provide decoding in real time with automatic adjustment by algorithms. Neural algorithms can be used both on the 
basis of signal sequence and on the parallel use of receivers.

Purpose. The purpose of this study the learning a diagnostic method that combines the analysis of several indicators, 
which will significantly increase the probability of detecting a malfunction in sound transmission or individual nodes.

Methods. In the process of the study the used of exact algorithms and non-exact algorithms. Exact algorithms are 
divided into linear programming techniques and dynamic programming techniques. Linear programming methods 
include: Brute Force method, Branch and Bound method, Gomori method and other.

Results. The authors show that in this regard, the problem of high-quality sound transmission using neural algorithms is 
reduced to the problem of an optimal transportation project and is solved by optimising the local sound route. The equilibrium 
distribution of transport routes should be built into the equipment itself and the audio decoding protocol.

Conclusions. The use of a sound receiver with neural algorithms makes it possible to identify the most difficult areas that 
cause sound delay or distortion. Practical application of the study is possible in conditions of dynamic provision of sound 
filling of the room to create the effect of presence and volumetric absorption of sound, if necessary
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Transporting to site nodes or between sites is a travelling 
salesman problem. But, given the specifics of functioning, 
it is necessary not only to convey sound from one node to 
another, but also to take into account the limitation on the 
use of an intermedia available at the source, therefore, the 
purpose of the problem is to minimise the cost, distance 
and time of transporting. For large dimensions of the 
transmission problem, a method built on the basis of a re-
current neural network (including when implemented on 
parallel computing systems) is more attractive if the solu-
tion accuracy achieved by the network is satisfactory. This 
requirement, called the rational rigour principle, presup-
poses the rejection of an absolutely exact solution to the 
problem and is typical for situations where the solution to 

the problem must be obtained as soon as possible. Unlike 
traditional combinatorial optimisation methods, Hopfield 
recurrent neural networks do not enumerate options. The 
Hopfield network converges to a locally optimal solution 
to the problem, but the intermediate states of processing 
elements form not a feasible solution, but an approxima-
tion to it, which is given by a matrix of real numbers from 
the interval (0.1). The disadvantage of Hopfield networks 
is a complex mathematical description, a large number of 
unnecessary links and, accordingly, unnecessary costs for 
their support. A complex network can create an extremely 
confusing region of separation in the state space, for which 
it is difficult to interpret the effectiveness and adequacy of 
its operation in the intermediate stages.
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In wireless networks, one of the important tasks of 
auxiliary processes is the task of transporting sound both 
within the site and within the entire room. When schedul-
ing sound transmission, delivery time is important, which 
is discussed with sources at sites in advance when plan-
ning transmission, and delivery delays. In this case, when 
building routes, the primary role is assigned to the obser-
vance of the established time frames and the choice of 
path for the specified route, the sound delay in which will 
be minimal. This problem is formulated as follows: given 
a connected weighted undirected graph G=(V, E); the set 
of its nodes is a set of points V={0.1, ..., m+1}, one of 
which is a source (node 0), and the rest are destinations 
(nodes 1, ..., m+1); the set of edges represents paths be-
tween points E={[i, j]: i, j V}. Each destination is assigned 
a certain period of time during the transmission of the signal 
when the sound must be delivered to it. The duration of 
the transmission along the edges cij is introduced; also set 
the time of receiving sound in each of the points.

The paper proposes a diagnostic method that com-
bines the analysis of several indicators, which will signifi-
cantly increase the probability of detecting a malfunction 
in sound transmission or individual nodes. The method 
under consideration is based on a neural network approach, 
which has become widespread for solving problems in any 
industry.

Materials and Methods
Today, there are two global approaches to the problem 
of finding the optimal route: the use of exact algorithms 
and non-exact algorithms [1]. The first group, by exhaus-
tive enumeration of all possible options, gives an optimal 
solution, but the number of cycles reaches n!; the second 
group of algorithms is used in cases where the complexity 
of the implementation and search is unjustified, and the 
resulting quasi-optimal solution is satisfactory [2]. Exact 
algorithms are divided into linear programming tech-
niques and dynamic programming techniques [3]. Linear 
programming methods include: Brute Force method; Branch 
and Bound method; Gomori method (The Cutting Plane).

One of the first algorithms for solving this problem 
was the Brute Force algorithm [4]. The number of route 
options in the form of a sequence of nodes when solving 
a problem by the exhaustive search method is a factorial 
of the number of nodes in the search graph [5]. Next, it 
is necessary to iterate over all the obtained options and 
choose the optimal one among them [6]. Computational 
complexity gives a quantitative description of the algo-
rithm and shows that in real practical problems, the route 
construction time will be too long. Therefore, this algorithm 
is not applied [7].

As an alternative, sometimes, for cases of low di-
mensionality, the Branch and Bound method proposed 
by Little is used [8]. This method is analytical, has the 
ability to search for the optimum, and has computational 
complexity, which is generally equal to en, where n – the 
number of nodes in the graph [9]. In this case, the com-
putational complexity is, of course, much less than in the 

case of a full enumeration of options, but nevertheless it 
is quite significant [10]. Therefore, the Branch and Bound 
method is rarely used in its pure form. Very often we can 
find algorithms that are based on the basic mechanisms 
of the Branch and Bound method (branching and returning 
procedures on the search graph). Such variants of the 
interpretation of the Branch and Bound method usually 
include procedures for choosing a solution either in the 
process of branching, or backtracking [11]. An example of 
such modification is an algorithm where, at each iteration 
of branching, a node is selected that gives the best value 
of the objective function, that is, a well-known technique 
was used, in which nodes are joined for search using the 
Dijkstra shortest path method. To some extent, this re-
duces the computational complexity, but the very para-
digm of “greed” introduced into such algorithms does not 
allow finding an optimal solution in the future, given that 
such algorithms no longer have convergence [12].

The Gomori method (The Cutting Plane) is a “su-
perstructure” for simplex methods. The idea of the method 
is that at the first stage the problem is solved by one of the 
methods of the group of simplex methods without tak-
ing into account the requirement of integer value [13]. If 
the obtained optimal solution is an integer one, then the 
problem is considered solved. At the second stage, an ad-
ditional constraint (cutoff) is introduced into the system of 
linear constraints, and the problem is solved again under 
the original constraints and an additional constraint [14]. 
If an integer solution is obtained, the problem is solved. 
Otherwise, it is necessary to repeat the second step.

Dynamic programming – the method used to im-
prove the efficiency of computational iterations by storing 
intermediate results and reusing them when necessary. 
Unlike linear programming methods, it can reduce the 
seek time for the optimal route to O(n2*2n) [15]. Inaccu-
rate algorithms offer a potentially suboptimal solution 
that can be found rather quickly. Such algorithms can be 
divided into the following categories: C-Approximation 
algorithms, constructive and iteratively improving heu-
ristic algorithms, meta heuristic algorithms, Kohonen and 
Hopfield artificial neural networks. Inaccurate algorithms 
include: Christofides' algorithm; Nearest Neighbou algo-
rithm; Kernighan-Lin algorithm; Tabu Search algorithm; 
Ant Colony Optimisation; Simulated Annealing method; 
clonal selection algorithm; genetic algorithm; evolutionary 
strategies; artificial neural networks.

Christofides' algorithm is a double minimum span-
ning tree method modified so that the time to solve the 
problem does not exceed the optimal time by more than 
3/2. The main difference is the additional calculation of 
the pair with the minimum weight. This part is also the 
most time consuming, so the execution time of the algo-
rithm increases to O(n3). Tests have shown that Christo-
fides' algorithm is 10% higher than the lower bound of the 
Held-Karp [16]. The nearest neighbour algorithm is one of 
the simplest heuristic methods for solving TSP. The main 
rule of the algorithm is to always choose a nearby node. 
In the general case, the complexity of solving the problem 
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is O(n2). The lower bound for the cost of the optimal route 
is 10% higher than the lower bound for the Held-Karp [17]. 
The Lin-Kernighan algorithm is considered one of the 
most efficient methods for finding optimal or near-opti-
mal solutions to the TSP. However, the development and 
implementation of the algorithm is not straightforward, 
since the algorithm consists of many steps, most of which 
greatly affect the operation of the algorithm. The complexity 
is equal to O(n2.2).

The TabuSearch algorithm. The main problem of 
the nearest neighbour algorithm is that it often hits the 
local optimum. This can be avoided by using the Tabu 
Search algorithm [18]. This method allows to pass from 
one local optimum to another in the search for a global 
optimum; after the transition, the edge is included in the 
forbidden list and is not reused, except for cases when it 
can improve the constructed optimal path. On a practical 
level, the forbidden set is stored as a combination of pre-
viously visited steps, which allows building a further path 
relative to the current solution and neighbouring nodes. 
The search process involves aspiration (inclusion in the 
forbidden list of states around the current state) and di-
versification, which adds a factor of randomness to the 
search process [19]. The critical parameters of the algo-
rithm are the depth of the prohibition list, determination 
of the current state, and the size of the area around the 
current state. The main disadvantage of this method is its 
execution time – the complexity of the algorithm is esti-
mated as O(n3).

Ant Colony Optimisation is an efficient polynomial 
algorithm based on the behaviour of ants. To solve the 
transportation problem, ants are placed in random nodes 
and sent to other locations [20]. They are not allowed to 
visit the same node twice, unless they complete the route. 
The ant that has chosen the shortest tour will leave a trail 
of pheromones, inversely proportional to the length of the 
route. This trail of pheromones will be read by the next 
ant when choosing a node, and with a high probability it 
will follow the same path, strengthening it further. This 
process will be repeated many times until a route is found 
that is short enough to be optimal. Among the disadvan-
tages of the algorithm, it is necessary to highlight that 
the first solution obtained may turn out to be one of the 
worst in terms of optimisation, however, upon repeated 
solution, the method provides a fairly accurate result. 
The Held-Karp Lower Bound. The most common way 
to measure the performance of a heuristic algorithm for 
TSP solution is to compare the results with the Held-Karp 
lower bound. This lower bound is the TSP solution found 
in polynomial time using the simplex method. The lower 
bound of the Held-Karp is approximately 0.8% below the 
optimal route duration. At the same time, it is guaranteed 
not to exceed the optimal time by more than 2/3.

Local search with k neighbours to replace edges 
(k-opt) is the most widely used approximate method for 
solving the transportation problem; k-opt is an algorithm 
for improving the transportation problem, where at each 
step k edges of the current route are replaced with other 

edges so that a shorter route is obtained. In the original 
version of the Lin-Kernighan heuristic, k-substitutions are 
admissible, which can be represented as 2- or 3-substitu-
tions followed by 2-substitutions. In Helsgaun's papers, 
an LKH version of the Lin-Kernighan algorithm is presented, 
which admits any substitutions represented as k-substitu-
tions for any k∈2,. . . ,N.

To solve the problems of finding the optimal route, 
evolutionary techniques are widely used that imitate the 
mechanism of biological selection and allow direct con-
sideration of effective options due to the redistribution of 
priority for improving solutions of moves and rejection of 
unwanted routes by optimising the fitness function. The 
most effective techniques are genetic algorithm and evo-
lutionary strategy.

Genetic algorithm is a method that reflects the nat-
ural evolution of problem-solving methods, and primarily 
optimisation problems. Genetic algorithms are search 
procedures based on natural selection and inheritance 
mechanisms. They use the evolutionary principle of survival 
of the fittest. The main advantages of the genetic algorithm 
are the simplicity of their implementation; relatively high 
speed of work (compared to accurate methods); in relation 
to tasks with both numerical and subject variables, that 
is, they allow to search in nonmetric parameter spaces; 
they adapt and “learn” during their execution; should 
ensure the parallelism of internal processes: parallel search 
for a solution by several individuals at once, which allows 
to avoid falling into the trap of local optima (finding the 
first, but not the most successful, optimum) However, the 
effectiveness of the genetic algorithm, assessed primarily 
by the degree of approximation of the solution results to 
the optimal values, is not always satisfactory.

The main disadvantages of using the genetic algo-
rithm are that genetic algorithms simulate the evolution-
ary process of the development of biological systems in 
a random way, while generating a large number of obvi-
ously not viable individuals; in the process of evolution, 
factors (genes) that stimulate an increase in the degree 
of fitness (quality) of the system or affect a decrease in 
these qualities are not analysed; there is no process con-
trol based on the intellectual analysis of the course of 
evolution, changes in external conditions; the complexity 
of choosing a coding scheme, the possibility of popula-
tion degeneration, the complexity of describing planning 
constraints. To improve the efficiency of the genetic al-
gorithm, a set of algorithms for the execution of genetic 
operators has been developed, however, it is not possible 
to single out the best ones for any tasks. The same should 
be noted for Heuristics Combination Method (HCM), in 
which the a priori setting of the probabilities of choosing 
heuristics is not always successful. A resource, the use of 
which can significantly increase the efficiency of a genetic 
algorithm, is the automatic selection of types of genetic 
operators and other parameters of algorithms during a 
genetic search.

Another method belonging to the class of evolution-
ary algorithms is an evolutionary strategy, characterised 
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by the fact that at the first step, an initial population of 
individuals is formed, which is subsequently modified by 
using functions such as selection and genetic operators, 
which allows searching in the solution space. As genetic 
operators, as a rule, the operators of crossover and muta-
tion are used. This method has much in common with the 
considered genetic algorithm. Several types of strategies 
are distinguished: the strategy of elite individuals, the 
strategy of adding new solutions, changing the popula-
tion size, parallel evolutions. This or that type of strategy 
is chosen depending on the formulation of the transpor-
tation problem.

Another neural network method is the use of a 
one-dimensional Kohonen map with self-organisation. 
With the help of a special competitive mechanism, the 
structure of an artificial neural network tries to repeat the 
shape of the pattern created by the samples under study 
on a two-dimensional data space. For the movement of 
processing elements, the principle of “winner takes every-
thing” is used, which forms elite selectivity when choos-
ing the processing element closest to the data point at the 
current time. The described mechanism allows movement 
to the nearest sample only in one of the grid nodes, which 
forces processing elements to be purposefully placed over 
the entire surface without accumulating in a separate area. 
The disadvantage of this method is that almost 70% of 
the entire time for finding the optimal route is devoted 
to training the network. Also, when the number of trans-
portation points changes, it is necessary to change the 
structure of the network due to the dependence of the 
number of processing elements on the number of points. 
With a large number of transportation points, the network 
becomes too complex.

Results and Discussion
The problem of diagnosing the state of sound transmis-
sion is difficult due to the impossibility of clearly stating 
the correspondence of changes in the input and output 
parameters of the state in which the diagnostic object is 
located or to which it seeks. In particular, it is impossible 
to unambiguously determine all emergency situations or 
the pre-emergency state (delay) of an object. However, 
it is possible to single out a set of states of the diagnosed 
object and try to assess the degree of influence of each 
information parameter on the probability of the object 
transition in any of the possible states. Therefore, for 
diagnostics, it is necessary to use the method of selecting 
weight numbers based on training fuzzy neural networks, 
the functioning of which is based on the principles of 
fuzzy logic, which are used to adapt the parameters of 
training methods, both with a “teacher” and based on 
self-organisation.

The proposed method, based on the use of a fuzzy 
neural network, consists in the fact that it is necessary to 
assign the input vector containing the values of test values 
of indicators and output reactions of the object to these 
vectors, one or several possible technical states of sound 
transmission from the source, that is, according to the 

relative values of the determining parameters and given 
mixed membership functions, using the apparatus of fuzzy 
logic, the current state of sound transmission using an ar-
tificial neural network is estimated using the aggregating 
functions of minimum and maximum, the state of sound 
transmission as a whole is determined. The solution to the 
diagnostic problem consists of the following stages: the 
formation of fuzzy rules on the basis of which the model 
is constructed; creating a model structure; development 
of the analysis procedure for the model; choice of quality 
criterion for training the model; adaptation of model pa-
rameters. Let's consider in detail each of the stages.

1. Formation of fuzzy rules. The rules used in con-
structing a model of a fuzzy neural network are as fol-
lows: RULE k: IF condition is k THEN conclusion is k(Fk) 
where k – rule number, Fk – certainty coefficient, or the 
weight number of the fuzzy rule (takes values from the 
interval [0,1]),             , condition k – a set of subconditions 
of the kind (Eq. 1):

 1,k r
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conclusion k – conclusion of the form ~y is          – the 
nameof the input linguistic variable, which corresponds 
to the assessment of the state of sound transmission,             ,
    – the name of the output linguistic variable, corresponds 
to the complex assessment of the state of sound transmission,
      – the qualitative value of the variable                  ,       – the
qualitative value of the variable                 .

2. Creation of the model structure. The model of 
a four-layer fuzzy neural network based on fuzzy rules is 
formed as follows:

− input (zero) layer contains processing elements that 
correspond to diagnostic features, the number of processing 
elements N(0)=n;

− the first layer implements fuzzification, and its pro-
cessing elements correspond to the qualitative values of 
diagnostic features, the number of processing elements N 
(Eq. 2):
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where ni – the number of qualitative values for the i-th 
input linguistic variable;

− the second layer implements the aggregation of sub-
conditions, and its processing elements correspond to the 
conditions, the number of processing elements (Eq. 3):
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where r – number of fuzzy rules;
− the third layer implements the activation of the rules, 

and its processing elements respond to the conclusions, the 
number of processing elements (Eq. 4):
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the fourth (output) layer implements the aggregation of 
conclusions, and its processing elements correspond to 
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the qualitative value of the complex state assessment, 
the number of processing elements N(4)=q, where Q – 
the number of qualitative values of the output linguistic 
variable.

3. Development of an analysis procedure for the 
model. The model analysis procedure includes 4 stages: 
fuzzification; aggregation of subconditions; intensification 
of conclusions; aggregation of findings.

Fuzzification (introduction of fuzziness) is a pro-
cedure for determining the degree of truth of the subcon-
ditions of fuzzy rules. One and the same subcondition 
can be included in several fuzzy rules. The operating 
mode of each sound source can be classified as “normal”, 
“pre-emergency”, “emergency”. Accordingly, each linguis-
tic variable that corresponds to a diagnostic feature can 
take 3 qualitative values – “standard”, “pre-emergency”, 
“emergency”. Each qualitative value of a linguistic vari-
able is assigned a certain membership function. Each 
membership function is described as follows: on the in-
terval that corresponds to a certain qualitative value, the 
function should have approximately the same value, and 
outside this interval it should fall to approximately zero. 
Fuzzification is performed as follows:

– the membership function, which corresponds to the 
qualitative value “standard”, has the form (Eq. 5):
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– the membership function corresponding to the qual-
itative value “pre-emergency” has the form (Eq. 6):

 ( ) ( ) ( ) ( )

2

2
2 2

2 2

1 * 4 0
2 2

2
2 2

2 2

2

0

1 , 1 2, 1,

0

i i

i i
i i i

i i

S i i i

i i
i i i

i i

i x

x a
x a a x b
b a

y b x c s i N i N
d x c x d
d c

x d


 −  

−


=    = − + 
 −  
 −




(6)

– the membership function, which corresponds to the 
qualitative value “emergency”, has the form (Eq. 7):
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where aij, bij, cij, dij – parameters of the membership function 
associated with the j-th qualitative value of the input lin-
guistic variable    , and obtained empirically, xi−i-th clear 
input variable,       – the degree of truth of the s-th subcon-
dition (the degree of truth that the quantitative value of 

 ix
 ( )1

Sy

the clear input variable xi corresponds to the j-th the qual-
itative value of the input linguistic variable    ).

Aggregation of subconditions of a fuzzy rule is a 
procedure for determining the degree of truth of a condition 
by combining the degrees of truth of the subconditions 
that make it up. The following method was chosen to ag-
gregate subconditions (Eq. 8):

 ix

 ( ) ( ) ( )
( )

( )
( )

( )  ( )
1 1

2 2 1 2 1 2
1 1 ,..., , 1,k k N k N

y min w y w y k N=  (8)

where         – binary connection strength determined by the 
structure of the fuzzy neural network model,             

The table of weights          for each specific value of 
the input parameter is called the diagnostic weighting 
matrix. It is also necessary to decide on the optimal number 
of measured parameters. On the one hand, the greater the 
number of measured parameters, the more reliably the 
technical condition of the diagnostic object is determined, 
but also the greater the complexity and cost of the diagnostic 
system as a whole. Thus, we should choose the parameters 
that most fully represent the technical condition of the 
transmitter during its operation.

Activation of the conclusions of a fuzzy rule is a 
procedure for determining the degree of truth of the con-
clusion of this rule by the degree of truth of its condition 
and its weight number. To activate the conclusions, the 
following method was chosen (Eq. 9):
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 ( ) ( ) ( ) ( )3 3 2 2, 1,k kk ky w y k N=  (9)

where        – coupling weight number,       =Fk.
Aggregation of conclusions of fuzzy rules is a pro-

cedure for determining the degree of truth of the final con-
clusion by combining the same degrees of truth of con-
clusions. To aggregate conclusions, the following method 
was chosen (Eq. 10):
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where        – binary connection strength determined by the 
structure of the fuzzy neural network model,

4. Choosing a quality criterion for training the model. 
To train the model, the criterion of the adequacy of the model 
was chosen, which means the choice of such parameter values 
aij, bij, cij, dij that provide a minimum of the mean square 
error (the difference between the model output and the 
test output) (Eq. 11):

 ( )4
ijw

 ( )31,i N .

 ( )2

, , ,
1 1

1 1 min ,
ij ij ij ij

qP

pj pj a b c d
p j

F y z
P q = =

= − → (11)

where P – number of test implementations, yp=(yp1,...,ypq) – 
condition score derived from the model, zp=(zp1,...,zpq) – 
condition test.

5. Adaptation of model parameters. Applying gradi-
ent learning methods to fuzzy neural networks is difficult. 
This raises the problem of developing new metaheuristic 
methods of adaptation. Most often, a genetic algorithm 
is chosen as a metaheuristic method. A vector containing 
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parameters aij, bij, cij, dij, is used as an individual, and the 
criterion is used as a fitness function (11).

To study the learning procedure based on the ge-
netic algorithm, three types of it were used. The first type 
explores the entire search space and is not directional. It is 
possible for this type to lose the best solutions. It requires 
a significant search time. The second type is directional. 
For this type, it is possible to hit the local optimum. The 
third type is combined, that is, it combines the direction 
of the search with the study of the entire search space. A 
second diagnostic method is proposed, which also com-
bines the analysis of several indicators, which will signifi-
cantly increase the likelihood of detecting a malfunction 
in sound transmission or individual nodes. The method 
under consideration is also based on a neural network 
approach, which consists in the fact that according to 
the relative values of the determining parameters and 
the given mixed activation functions, the current state 
of the equipment is estimated using an artificial neural 
network of high-order regressions, the state of the object 
as a whole is determined. The solution to the diagnostic 
problem consists of the following stages: creation of the 
model structure; development of the analysis procedure 
for the model; choice of quality criterion for training the 
model; adaptation of model parameters. When creating 
a model structure, it is proposed to use a neural network 
model, consisting of three layers:

– input (zero) layer contains processing elements cor-
responding to diagnostic features, the number of processing 
elements N(0)=n;

– the first layer is hidden. It contains processing ele-
ments corresponding to the ranges of values of a certain 
attribute, which is associated with the possible state of 
the equipment, number of processing elements (2), where 
ni is the number of ranges of values of all features;

– the second layer is hidden. It contains processing el-
ements, the number of which corresponds to the number 
of possible combinations of ranges of feature values, the 
number of processing elements (Eq. 12):

 ( )2

1

n

i
i

N n
=

= (12)

(13)

– the output (third) layer contains processing elements, 
the number of which corresponds to the possible states of 
the equipment, the number of processing elements N(3).

The proposed model does not require empirical 
determination of the number of hidden layers and pro-
cessing elements in hidden layers, since the structure of 
the neural network model is determined by the number 
of ranges of values of diagnostic features. The neural net-
work model is presented as (Eq. 13-17):
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To train the model, the criterion of the adequacy of 
the model based on the mean square error was chosen. It 
semantically shows the choice of such parameter values
at which the difference between the model output and 
the desired output reaches a minimum (Eq. 18):

 ( )1
ijw

 ( ) ( )1

2

1 1

1 1 min,
ij

p q

pj pj
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F y z
P q = =

= − → (18)

where P – number of test implementations, yp=(yp1,...,ypq) – 
diagnosed condition derived from simulation, zp=(zp1,...,zpq) – 
realistic estimate of the condition.

The purpose of model adaptation is to adjust its 
parameters:       . For this, the Back Propagation procedure 
is used in the neural network model. The essence of the 
method lies in the fact that pre-known data are fed to the 
input of the network, after which the network calculates 
the output value. Further, this value is compared with the 
existing ones, and in accordance with the difference be-
tween these values, the weight coefficients of the neural 
net-work are adjusted. And this operation is repeated 
many times in a circle. As a result, we get a trained net-
work with new values of the weight numbers. Let us con-
sider it in more detail:

Training iteration number n=1. The weight numbers 
of the first layer are set                                         , and if the 
processing element of the i-th input layer is connected 
with the j-th processing element of the first layer, then
is initialised by a uniform distribution on the interval (0.1), 
otherwise             =0. The boundary                             initialised 
by uniform distribution over the interval (0.1). The weight 
numbers of the second layer are set
                                    , and if the processing element of the i-th 
first layer is connected with the j-th processing element 
of the second layer, then               , otherwise                  The 
boundary                             . The weight numbers of the third 
layer are set                                                                                                    , 
and if the processing element of the i-th second layer is 
connected with the j-th processing element of the third layer, 
then               (if kj is uneven) or                  (if kj is even), 
otherwise               . The boundary                          . The initial 
set is given                                            where          -th 
initial input vector,          -th initial output vector, P – the final 
result of the multiplication. Limit values are calculated as   
  =1.
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Calculation of the output signal (forward trace) 
(Eq. 19-22):
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Calculating the error energy of a neural network 
(Eq. 23-24):
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Synaptic weight numbers based on the generalised 
delta rule (forward trace) (Eq. 25-26):
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Checking the termination condition. If
                   then go to step 3.
, then go to step 2. If

then it will end.
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Conclusions
As part of a unified approach to the development of sound 
transmission methods that ensure integrated safety, meth-
ods have been developed for diagnosing sound transmis-
sion parameters and analysing the state of sound sources. 
For a comprehensive analysis of the technical state of 
sound transmission, two models of static artificial neural 
networks have been developed: based on fuzzy logic; 
based on high order regression models. The advantages of 
the proposed models are: the possibility of using different 
membership and activation functions in one layer, taking 
into account the peculiarities of the input parameters; no 
need to determine the number of hidden layers and the 
number of hidden processing elements; universality and 
extensibility for any required number of input parameters 
characterising the technical state of sound transmission 
and the state of sound sources; the ability to analyse a set 
of diagnostic signs of various physical nature; the use of 
fuzzy logic simplifies communication between a person 
and a computer system through the use of qualitative val-
ues of controlled features. The adaptation of the param-
eters of the complex diagnostics models was carried out 
using an error backpropagation algorithm, which is an 
example of local search, and a combination of a genetic 
algorithm with backstage imitation, which combines local 
and random search. The criteria for the quality of adapta-
tion were the speed of learning and the adequacy of the 
models. In addition to improving the safety of mine opera-
tions, it is necessary to accelerate the transmission of sound 
between sound sources.                                         
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Використання нейронних мереж під час формування якісного згладженого 
звукового сигналу
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Анотація
Актуальність. Якісне згладжування звуку за його проходження в локальних мережах і у домашніх 
стереосистемах дозволяє забезпечити передачу звуку бездротовими мережами практично без затримок. 
Суперечливим залишається основа проведення подібного звуку. Його декодування можливе як на пристрої 
прийому, так і на передавачі. Водночас процесори можуть забезпечувати декодування у режимі реального часу 
з автоматичним підстроюванням за алгоритмом. Нейронні алгоритми можуть використовуватися як на основі 
послідовності сигналів, так і на паралельному використанні приймачів.

Мета. Мета цього дослідження – вивчення діагностичного методу, що поєднує у собі аналіз кількох показників, 
що значно збільшують ймовірність виявлення несправності у передачі звуку або окремих вузлах.

Методи. У процесі дослідження використовуються точні алгоритми та неточні алгоритми. Точні алгоритми 
поділяються на методи лінійного програмування та методи динамічного програмування. До методів лінійного 
програмування належать: метод Бруте Форс, метод розгалуження та прив’язки, метод Гоморі та інші.

Результати. Автори показують, що у цьому аспекті завдання якісної передачі звуку з використанням нейронних 
алгоритмів зводиться до задачі оптимального транспортувального проекту і вирішується шляхом оптимізації 
локального звукового маршруту. Рівноважний розподіл транспортувальних маршрутів має бути закладено у 
самому обладнанні та протоколі декодування звуку.

Висновки. Використання звукоприймача з нейронними алгоритмами дає можливість виявити найскладніші 
ділянки, що спричиняють затримку чи спотворення звуку. Практичне застосування дослідження можливо в 
умовах динамічного забезпечення звуковим наповненням приміщення для створення ефекту присутності та 
об’ємного поглинання звуку, якщо це необхідно

Ключові слова: алгоритм, функція, оптимальний маршрут, фазифікація, транспортування звуку
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