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CONDITIONS OF EXISTENCE WITH PROBABILITY ONE
GENERALIZED SOLUTION OF THE BOUNDARY-VALUE
PROBLEMS OF HYPERBOLIC EQUATIONS WITH RANDOM
INITIAL CONDITIONS

Conditions of existence with probability one generalized solution of hyperbolic equations type par-
tial differential equation of mathematical physics with random strongly Subϕ(Ω) initial conditions
are found in the multidimensional case.

Â ðîáîòi çíàéäåíî óìîâè iñíóâàííÿ ç iìîâiðíiñòþ îäèíèöÿ óçàãàëüíåíîãî ðîçâ'ÿçêó ãiïåðáî-
ëi÷íîãî ðiâíÿííÿ â ÷àñòèííèõ ïîõiäíèõ ìàòåìàòè÷íî¨ ôiçèêè ç ñòðîãî Subϕ(Ω) âèïàäêîâèìè
ïî÷àòêîâèìè óìîâàìè ó áàãîòîâèìiðíîìó âèïàäêó.

Introduction. Boundary value problem for a homogeneous hyperbolic partial dif-
ferential equations of mathematical physics with random strongly Subϕ(Ω) initial
conditions is considered in the work. For such problem conditions of existence with
probability one generalized solution are found.

Similar problems are considered in [4], [5], [7], [8]. Further references can be
found in [1].

1. Stochastic processes of the space Subϕ(Ω).

Definition 1 ( [1]). Let T be a nonempty set. A function ρ : T × T → [0,∞)
is called a pseudometric if

1) ρ (t, s) = ρ (s, t) , t, s ∈ T,

2) ρ (t, s) 6 ρ (t, v) + ρ (v, s) , t, s, v ∈ T,

3) ρ (t, s) = 0, if t = s.

The pair (T, ρ) is called a pseudometric space.

Definition 2 ( [1]). Let (T, ρ) be a nonempty metric space and let ε > 0. Denote
by Nρ (t, ε) the minimum number of points of an ε-net of the set T with respect to
the pseudometric ρ. The function Nρ (t, ε) , ε > 0 is called the massiveness of the
set T with respect to the pseudometric ρ.

Definition 3 ( [2]). A continuous even function u (x) , x ∈ R1, such that u (0) =

= 0, u (x) > 0 for x 6= 0 and lim
x→0

u(x)
x

= 0, lim
x→∞

u(x)
x

= ∞ is called an N-function.

Lemma 1 ( [1]). Let u (x) be an N-function. Then

1) u (α x) 6 α u (x) for 0 6 α 6 1 and x ∈ R;

2) u (α x) > α u (x) for α > 1 and x ∈ R;

3) u (|x|+ |y|) 6 u (x) + u (y) for x, y ∈ R;

4) the function u(x)
x

is nondecreasing for x > 0.
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Lemma 2 ( [1]). Let u(−1) (x) be the inverse to an N-function u (x) for x > 0.
Then u(−1) (x) is a convex increasing function such that

1) u(−1) (α x) 6 α u(−1) (x) for α > 1 and x ∈ R;

2) u(−1) (α x) > α u(−1) (x) for 0 6 α 6 1 and x ∈ R;

3) u(−1) (|x|+ |y|) ≥ u(−1) (x) + u (y) for x, y ∈ R;

4) the function u(−1)(x)
x

is nonincreasing for x > 0.

Definition 4 ( [2]). Let u (x) be an N-function. The function

u∗ (x) = sup
y∈R

(xy − u (y))

is called the Young-Fenchel transform of the function u (x).

The function u∗ (x) also is N -function.

Definition 5 ( [1]). Let ϕ (x) be an N-function for which there exist constants
x0 > 0 and c > 0 such that ϕ (x) = cx2 for |x| < x0. The set of random variables
ξ (ω), ω ∈ Ω is called the space Subϕ (Ω) generated by the N-function ϕ (x) if Eξ = 0
and there exists a constants aξ such that

E exp {λξ} 6 exp {ϕ (λaξ)}
for all λ ∈ R1.

The space Subϕ (Ω) is a Banach space with respect to the norm

τϕ (ξ) = sup
λ6=0

ϕ(−1) (ln E exp {λξ})
|λ| .

Definition 6 ( [1]). A stochastic process X = {X (t) , t ∈ T} belongs to the
space Subϕ (Ω) (X ∈ Subϕ (Ω)) if X(t) ∈ Subϕ (Ω) for all t ∈ T .

Lemma 3 ( [1]). If ξ ∈ Subϕ (Ω), then there exists a constants C > 0 such that

(E(ξ)2)1/2 ≤ Cτϕ(ξ).

Definition 7 ( [1]). A random variable ξ ∈ Subϕ (Ω) is called strongly Subϕ (Ω)

random variable, if τϕ (ξ) = (Eξ2)
1/2

. The space of strongly Subϕ (Ω) random vari-
ables is denoted by SSubϕ (Ω).

Properties and applications of SSubϕ (Ω) random variables and stochastic pro-
cesses can be found in [1].

Definition 8 ( [3]). A family ∆ of random variables ξ of the space Subϕ (Ω) is
called SSubϕ (Ω) family

τϕ

(∑
i∈I

λiξi

)
=


E

(∑
i∈I

λiξi

)2



1/2

,

for all λi ∈ R1, where I is at most countable and ξi ∈ ∆i, i ∈ I.
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Theorem 1 ( [3]). Let ∆ be a strongly Subϕ (Ω) family of random variables.
Then the linear closure ∆̄ of the family ∆ in the L2 (Ω) and in the mean square
sense is a strongly Subϕ (Ω) family.

Definition 9 ( [1]). A stochastic process Xi = {Xi (t) , t ∈ T, i ∈ I} is called
an SSubϕ (Ω) process if the family of random variables Xi = {Xi (t) , t ∈ T, i ∈ I}
is a SSubϕ (Ω) family.

Theorem 2 ( [3]). Let Xi = {Xi (t) , t ∈ T, i ∈ I} be a family of jointly SSubϕ (Ω)
stochastic processes. Then (T,O, µ) is a measurable space. If

{
ϕki

(t) , i ∈ I, k = 1,∞}

is a family of measurable functions in (T, O, µ) and the integral

ξki
=

∫

T

ϕk (t) Xj (t) dµ (t),

is well defined in the mean square sense, then the family of random variables

∆ξ =
{
ξki

, i ∈ I, k = 1,∞}

is an SSubϕ (Ω) family.

Remark 1. A Gaussian stochastic process with zero mean is an SSubϕ (Ω) pro-
cess for

u(x) =
x2

2
.

2. The justification of the Fourier method for a partial differential
equation with random initial conditions.

Consider the equation
∂2u

∂t2
= L (u) , (1)

for

L (u) =
n∑

i=1

n∑
j=1

∂

∂xi

(
aij (X)

∂u

dxj

)
− a (X)u.

The coefficients of the operator L are defined in a finite connected domain G of
dimension n, let

X = (x1, x2, . . . , xn)

be are arbitrary point of G. Assume that

a (X) = 0, aij = aji,

n∑
i,j=1

aijγiγj > α

n∑
i=1

γ2
i , α > 0

in the domain G.
Consider the following problem for equations (1): solve equation (1) in the cylin-

der QT = G [0 < t < T ] for the initial conditions

u|t=0 = ξ (X) ,
∂u

∂t

∣∣∣∣
t=0

= η (X) (2)
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and the boundary condition

u|S = 0, t ∈ [0, T ] , (3)

where S is the boundary of the domain G. Assume that the initial conditions

(ξ (X) , X ∈ G) , (η (X) X ∈ G)

are jointly SSubϕ (Ω) stochastic processes.
When solving similar problems by using the Fourier method, regardless of whether

initial conditions are random or nonrandom we look for a solution of the form [6]

u (X, t) =
∞∑

k=1

(
Ak cos

√
λkt + Bk sin

√
λkt

)
vk (X) , (4)

where

Ak =

∫

G

ξ (X) vk (X) dX, Bk =
1√
λk

∫

G

η (X) vk (X) dX,

and the λk and vk (X) are eigenvalues and eigenfunctions of the Sturm-Liouville
problem

L (v) + λv = 0.

Definition 10. The solution (4) is called generalized solution of problem (1)–(3)
in the domain 0 ≤ xi ≤ Si, 0 ≤ t ≤ T if series (4) converge uniformly in probability.

Lemma 4 ( [4]). Let initial conditions

(ξ (X) , X ∈ G) and (η (X) , X ∈ G)

be jointly SSubϕ (Ω) stochastic processes and assume that the series (4) converge
uniformly in probability. Then the random series (4) also are jointly SSubϕ (Ω)
stochastic process.

For n > 0 put

Sn =
n∑

k=1

(
Ak cos

√
λkt + Bk sin

√
λkt

)
vk (X) .

Theorem 3. Let ξ(X), X ∈ G, and η(X), X ∈ G, be a jointly SSubϕ (Ω)
stochastic processes. In order that a generalized solution of problem (1)–(3) exist in
the domain of variables (t, x1, x2, . . . , xn) such that 0 ≤ t ≤ T , G = {0 ≤ xi ≤
≤ Si, i = 1, . . . , n} (T is a positive constants), and be represented in the form of
series (4) it is sufficient that:

1) for all X ∈ G and t ∈ [0, T ] , the series

∞∑

k=1

∞∑

l=1

vk (X) vl (X)
[
EAkAl cos

√
λkt cos

√
λlt + EBkBl sin

√
λkt sin

√
λlt+

+2EAkBl cos
√

λkt sin
√

λlt ] < ∞;
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2) for n > 1

sup
|xi−yi|≤h
|t−s|≤h

(
E |Sn(X, t)− Sn(Y, s)|2)

1
2 ≤ σ(h),

where σ (h) is a monotone increasing continuous function such that σ (h) → 0
as h → 0, moreover

∫

0+

Ψ

(
ln

1

σ(−1) (ε)

)
dε < ∞, (5)

where Ψ (u) = u
ϕ(−1)(u)

, σ(−1) (ε) is the inverse function to σ (ε) .

Proof. Condition 2) implies that series (4) converge in the mean square sense.
According to theorem 3.6 in the work [4] and Lemma 4, series (4) converge in
probability in the space C (G× [0, T ]) .

Example 1. Assume that ξ(X) and η(X) are jointly SSubϕ (Ω) stochastic pro-
cesses. Then theorem 2 and 1 (also see lemma 4) imply that Sn(t,X) are jointly
Subϕ (Ω) stochastic processes. Let ϕ(x) be a function such that ϕ(x) = |x|p for some

p > 1 and all |x| > 1. Then Ψ(x) = x1− 1
p for x > 1 and condition (5) holds for all

ε > 0:
∫

0+

(
ln

1

σ
(−1)
k (u)

)1− 1
p

du < ∞. (6)

Conditions (6) holds if σ (h) = C
|ln |h||δ for δ > 1 − 1

p
and C > 0. In this case,

assumption 2) of theorem 3 is satisfied there exist constants C > 0 such

(
E |Sn (t)− Sn (s)|2)1/2 6 C

|ln |h||δ , (7)

for δ > 1− 1
p

and sufficiently small |h|.
Lemma 5 ( [4]). Let

Gn(X, t) =
n∑

l=1

(
ξl cos

√
λlt + ηl sin

√
λlt

)
Zl(X), X ∈ G t ∈ [0, T ],

let Zl(X) be a continuous function, and let ξl and ηl be random variables such that
Eη2

l < ∞ and Eξ2
l < ∞. If

sup
X∈G

|Zl(X)| ≤ δl,

sup
|xi−yi|≤h
i=1,...,m

|Zl(X)− Zl(Y )| ≤ zl
1

| ln |h||δ , δ > 0, |h| < 1,

∞∑

l=1

((
Eξ2

l

) 1
2 +

(
Eη2

l

) 1
2

) (
zl + δl(ln λl)

δ
)

< ∞,
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then

sup
|xi−yi|≤h
|t−s|≤h
i=1,...,m

(
E|Sn(X, t)− Sn(Y, s)|2)

1
2 ≤ C

|ln|h||δ ,

for |h| < 1 where

C =
∞∑

l=1

(
(Eξ2

l )
1
2 + (Eη2

l )
1
2

(
zl + δl

(
ln

(√
λl

2
+ eδ

))δ
))

.

Theorem 4. Let ξ(X), X ∈ G, and η(X), X ∈ G, be SSubϕ(Ω) stochastic
proceses, where ϕ(x) is a function such that ϕ(x) = |x|p for some p > 1 and all
|x| > 1. Set

B(X,Y ) = Eξ(X)ξ(Y ),

R(X,Y ) = Eη(X)η(Y ).

In order that a generalized solution of problem (1)–(3) exist with probability one in
the domain 0 ≤ t ≤ T , G = {0 ≤ xi ≤ Si, i = 1, . . . ,m}, and be represented in the
form of series (4), uniformly convergent in probability, it is sufficient that:

1) for sufficiently small h

sup
|xi−yi|≤h
i=1,...,m

(B(X, X) + B(Y, Y )− 2B(X,Y ))
1
2 ≤ C

|ln h|δ ,

sup
|xi−yi|≤h
i=1,...,m

(R(X,X) + R(Y, Y )− 2R(X,Y ))
1
2 ≤ Cz1

|ln h|δ ,

where δ > 1− 1
p
; i = 1, . . . , n;

2) the series

∞∑

k=1

∞∑

l=1

rkrl [|EAkAl|+ |EBkBl|+ 2|EAkBk|] < ∞

converges where rk = max
i,j=1,...,n

(λkvk), vk = sup
X∈G

|vk(X)|;

3) sup
X∈G

|vl(X)| ≤ µl, and

sup
|xk−yk|<h
k=1,...,m

|vl(X)− vl(Y )| ≤ γl
1

|ln h|δ ,

∞∑

l=1

(
(EA2

l )
1
2 + (EB2

l )
1
2

)
λl(µl + (ln λl)

δγl) < ∞, i = 1, . . . , n,

for arbitrary δ > 1− 1
p

and |h| < 1.
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Proof. According to example 1, conditions of theorem 3.9 [4] hold for the
processes ξ(X) and η(X) if

σ(h) =
C

| ln |h||δ , δ > 1− 1

p
.

It is clear that the series in condition 2) of theorem 3 converge if so do the series
in condition 2) theorem 4. Example 1 and Lemma 5 imply that condition 3) of
theorem 3 follows from condition 3) of theorem 4.
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