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ABSTRACT

Context. In this paper, a problem of a discrete data array approximation by a set of elementary geometric algorithms and a rec-
ognition model representation in a form of algorithmic classification tree has been solved. The object of the present study is a concept
of a classification tree in a form of an algorithm trees. The subject of this study are the relevant models, methods, algorithms and
schemes of different classification tree construction.

Objective. The goal of this work is to create a simple and efficient method and algorithmic scheme of building the tree-like rec-
ognition and classification models on the basis of the algorithm trees for training selections of large-volume discrete information
characterized by a modular structure of independent recognition algorithms assessed in accordance with the initial training selection
data for a wide class of applied tasks.

Method. A scheme of classification tree (algorithm tree) synthesis has been suggested being based on the data array approxima-
tion by a set of elementary geometric algorithms that constructs a tree-like structure (the ACT model) for a preset initial training se-
lection of arbitrary size. The latter consists of a set of autonomous classification/recognition algorithms assessed at each step of the
ACT construction according to the initial selection. A method of the algorithmic classification tree construction has been developed
with the basic idea of step-by-step arbitrary-volume and structure initial selection approximation by a set of elementary geometric
classification algorithms. When forming a current algorithm tree vertex, node and generalized attribute, this method provides align-
ment of the most effective and high-quality elementary classification algorithms from the initial set and complete construction of
only those paths in the ACT structure, where the most of classification errors occur. The scheme of synthesizing the resulting classi-
fication tree and the ACT model developed allows one to reduce considerably the tree size and complexity. The ACT construction
structural complexity is being assessed on the basis of a number of transitions, vertices and tiers of the ACT structure that allows the
quality of its further analysis to be increased, the efficient decomposition mechanism to be provided and the ACT structure to be built
in conditions of fixed limitation sets. The algorithm tree synthesis method allows one to construct different-type tree-like recognition
models with various sets of elementary classifiers at the preset accuracy for a wide class of artificial intelligence theory problems.

Results. The method of discrete training selection approximation by a set of elementary geometric algorithms developed and pre-
sented in this work has received program realization and was studied and compared with those of logical tree classification on the
basis of elementary attribute selection for solving the real geological data recognition problem.

Conclusions. Both general analysis and experiments carried out in this work confirmed capability of developed mechanism of
constructing the algorithm tree structures and demonstrate possibility of its promising use for solving a wide spectrum of applied
recognition and classification problems. The outlooks of the further studies and approbations might be related to creating the other-
type algorithmic classification tree methods with other initial sets of elementary classifiers, optimizing its program realizations, as
well experimental studying this method for a wider circle of applied problems.

KEYWORDS: algorithmic classification tree, image recognition, classification, classification algorithm, branching criterion,
geometric algorithm.

ABBREVIATIONS NOMENCLATURE
TS is a training s;lectlon; M" is a manifold of real vectors of dimensionality
ST is a test selection; n:

RS is a recognition system;
IR is an image recognition;
GA is a generalized attribute;
RF is a recognition function;

n is a total number of the problem attributes (the at-
tribute space dimensionality;
w; is a discrete object of the initial TS;

LCT is a logical classification tree; u is a value of a class of discrete object W belonging;
ACT is an algorithmic classification tree; m is a total number of training pairs (known classifi-
GAT is a generalized attribute tree; cation objects) of the initial TS;

BAS is a branched attribute selection. | is a value of a class of discrete object X belonging;

fr is a recognition function;

© Povkhan . F., Mitsa O. V., Mulesa O. Y., Melnyk O. O., 2021
DOI 10.15588/1607-3274-2021-3-10

109



e-ISSN 1607-3274 PapioenexrpoHika, inpopmaTuka, ynpasminas. 2021. Ne 3
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2021. Ne 3

xg is a vector (point) of a space set by the problem
condition;

H; is a set of classes set by the initial TS;

G; 1s a set of manifolds of relevant objects w ;

P is a constructed generalized attribute;

4; , A; is a pair of arbitrary vectors with M ",
a;,b is apair of arbitrary real numbers;

o, 1s a center of mass of the classes H( and H;

ngy, np is a capacities (masses) of the classes H and
Hl 5

z is an arbitrary point of the classes H( and H; par-
tition plane;

7 is a fixed hemisphere radius in the attribute space
of the problem;

S is a vector of the classes H|, and H; partition;

& is a vicinity of a fixed point with M" ;

p is a constructed RS efficiency;

K¢,U is a manifold of all the class H( hemispheres;

K;,Y is a manifold of all the class H; hemispheres;

k;,I; is a hemisphere sequence;

dmin (w;) 1s a radius of a hemisphere with a center at
the point W, ;

d(wp,wy) is a distance between the points w, and
wy;

dy is a minimal distance to a neighboring class;

p; 1s a capacity of the relevant GA in a form of a hy-
perellipse;

E is a GA manifold in a form of elementary hyperel-
lipses;

Sl-j is a GA set in a form of hyperplanes;
Pl-j is a GA set in a form of hyperparallelepipeds;

K l.j is a GA set in form of hyperspheres;

q 1s a total number of GA in the algorithm tree.

INTRODUCTION

An important problem that often faces the engineer is
the task of automatic building the systems for processing
large arrays of information and decision-making systems.
Effective solving these problems will allow one to pass to
computer a difficult work of designing a complex
recognition system and to release the creative engineer's
potential to solve other, more important, problems. In
addition, automation of algorithmic and software design
of specific recognition systems is the key to their high
efficiency for each real task, and, therefore, it will ensure
the rapid development of various branches of science and
technology [1-5].

As of today, more than 3.500 recognition algorithms
(based on different approaches and concepts) are known
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having certain limitations when being used (i.e. accuracy,
speed, versatility, reliability etc). In addition, each of the
algorithms is limited to a specific application, and this is
certainly the weakest point not only of these algorithms,
but also of recognition systems based on the relevant
concepts. Information technologies based on the
mathematical models of image recognition are widely
used in socio-economic and environmental information
processing systems. This is due to the fact that this
approach allows one to eliminate the shortcomings of
classical methods and achieve fundamentally new results,
rationally using the capacity of computer systems [3].

The most of available methods of training selection
processing in the recognition function construction do not
allow one to achieve the required level of the recognition
system accuracy and adjust their complexity in the
process of designing these systems. The methods of
constructing recognition systems based on the
classification tree methods [2] are free of such
shortcoming. The peculiarity of the logical tree method is
the possibility of complex use of many known recognition
algorithms (methods) to solve each specific problem of
constructing a recognition scheme. It is based on a single
methodology — the optimal approximation of the training
selection by a set of generalized attributes (autonomous
algorithms) included in some scheme (operator), built in
the course of training process.

The object of study is a general concept of the deci-
sion tree, namely, the algorithmic classification tree con-
structions built on the basis of a scheme of approximating
the training selection array by a set of elementary classifi-
cation algorithms.

The decision tree concept [6—8] and its relevant library
realizations (LightGBM, XGBoost), though being close in
idea (the logic tree scheme), do not allow realization of
the concept of algorithmic classification tree consisting of
a set of vertices — the different-type autonomous classifi-
cation algorithms. One should take into account that the
generalized attribute set tree is, in fact, the algorithmic
tree reflection.

The subject of studies includes the methods, algo-
rithms and schemes of constructing the classification al-
gorithmic trees in the image recognition tasks.

Presented study allows overcoming these system limi-
tations of constructing the recognition systems by synthe-
sizing the algorithmic trees of classification. Their main
specific feature is the modular tree structure and the pos-
sibility of applying an arbitrary recognition algorithm or
method in the process of synthesizing the classification
scheme [9—11].

The objective of the work is to elaborate the method
of the RS classification model construction on the basis of
the scheme of training selection array approximation by a
set of elementary classification algorithms. Note that the
classification system schemes obtained are characterized
by a tree-like structure and the presence of autonomous
classification algorithms as their own structural elements.
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1 PROBLEM STATEMENT

In this paper, we shall consider algorithmic implemen-
tations of a generalized attribute (algorithm) formation in
the algorithmic tree method, which is used in the finished
software system and is based on the geometric separation
of images using geometric objects. It should be noted that
for an arbitrary geometric algorithm or recognition me-
thod the main role is played by the distance between the
objects in the space for which the recognition problem is
solved.

Let M" be a manifold 7 of dimensional real vectors
(i.e. we deal with the 7 -dimensional space). Under im-
ages we mean the system of subsets (classes) Hj,...,H},

in the manifold M " . The training selection, in turn, is set
by a sequence:

(WlafR(Wl)s-"?WlafR(Wm))- (1)

Here w; e M", fr(w;) € {1,2,...k}(i=1,...,m), and if
Jrw)=u,u e{l,...,k}, then the object w; belongs to the
image H, . The objects w; are, in fact, the vectors

(points) xf,xé,...,qu set in this space.

To simplify explanation of the principal idea, let us
assume that k <{0,1}, i.e. the objects may belong to the
two classes H or H; (the binary classification case)
only. Furthermore, we shall assume that a certain metrics

is set at the space M ", i.e. this space is metrical. We
shall denote some distance between the vectors 4; and

A; in this space as ||A,~ -4 | . It is evident that the way of

i
choosing the distance between them has several solutions,
for instance:

N
b) 4 - ;] = 2 -7 @

Note that here Al-=x1i,...,xfg, Aj:xlj,...,x;é. For
example, the hyperplane algorithm operation results in
one or more generalized attributes Pj , which, in fact, are
the parameters of some hyperplanes that allow all the
classes H; of the manifold M" to be partitioned. A quite

large number of such partitioning (hyeperplane
constructing) ways are available here.

Thus, this work faces a problem of constructing the
classification tree model with parameters p and structure
L that should be optimal F(L(p,w;), fg(w;)) — opt) with

respect to the initial TS data.
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2 REVIEW OF THE LITERATURE

This study continues a cycle of works devoted to the
problems of discrete object recognition (classification)
tree-like schemes [9-15]. They raise issues of
constructing, using and optimizing logical trees. Thus, it
is known from [16] that the resulting classification rule
(scheme) constructed by an arbitrary method or algorithm
of branched attribute selection has a tree-like logical
structure. The logical tree consists of vertices (attributes)
grouped by tiers and obtained at a certain step (stage) of
the recognition tree construction [17]. An important
problem that arises from [10] is that of synthesizing
recognition trees, which will be actually represented by
the algorithm tree (graph).

In contrast to existing methods, the main feature of
tree recognition systems is that the importance of
individual attributes (groups of attributes or algorithms) is
determined with respect to the function that defines the
objects partition into classes [18, 19]. Please keep in mind
that the numerical value of the specified importance
characterizes the error of the objects partition into classes.
Suppose that at the first step of recognition tree
constructing, an arbitrary recognition algorithm is used,
and, as a result, we obtain some formula (generalized
attribute). This formula implements a certain level of
recognition. The function takes several values depending
on the attribute values. These values characterize the
paths (classes), and there are ways in which this formula
“works well”, there are those in which it “works bad”, and
there is no improvement in the level of recognition. It is
clear that for these attribute values (paths) one has to take
other algorithm that will create other formula (generalized
attribute), etc. Thus, in recognition methods based on
(algorithmic) trees, it is necessary to repeat such
algorithm selection until we obtain the required level of
recognition quality [11].

A basic issue of selecting branching criterion in the
classification tree scheme structure, whose selection may
be affected by the problem specificity, was raised in [20].
The issues of generation and interpretation of classifica-
tion rules in the LCT structures are raised in [14]. The
problem of assessing the attribute informativity [15] in
constructing the classification tree vertices remains topi-
cal and requires further studying the direction of pre-
processing and analyzing the initial data structures [21].
Moreover, the presence of limitations in terms of generat-
ing the LCT structure is the disadvantage of the function-
alities of assessing the attribute quality in the above
works. Thus, the work [8] opens fundamental questions
regarding decision tree generation for the case of unin-
formative attributes. A possible way to improve this work
might be the use of attribute combinations and sets to
generate informative vertices of the LCT structures. The
ability of the LCT/ACT (i.e. logical and algorithmic clas-
sification trees) structures to perform one-dimensional
branching and analyze individual variable impact, impor-
tance and quality allows one to work with different-type
variables in the form of predicates.
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For the case of the ACT models, the question of as-
sessing the quality of the corresponding structure
branches, i.e. of the autonomous classification algorithms,
remains relevant [10]. Here the search for effective crite-
ria for branching tree structures is the way of improving
the ACT structure methods. This concept of logical trees
is actively used in the intellectual data analysis, where the
ultimate goal is to synthesize a model that predicts the
value of the target variable based on a set of initial data at
the system input. In [22], an important issue of analysis of
the classification quality of the decision tree sets was
raised. A possible way to improve the overall quality of
classification is the use of decision tree ensembles, bug-
ging and boosting mechanisms [23-25]. Note that these
schemes will provide the classification model with neces-
sary accuracy only if there is an effective branching crite-
rion [24]. In this case, as a test of the constructed LCT
models, it is appropriate to use the cross-validation
scheme taken from [26].

The disadvantage of this approach is the final com-
plexity of the classification models and the need in the
procedure of final model cutting-off. In regards to appli-
cation, there are a large number of methods and algo-
rithms that implement the decision tree concept, but the
most widely used and widespread are their two represen-
tatives (i.e. the C4.5/C5.0 Ross Quinlan scheme and the
CART (Classification and Regression Tree) scheme). The
C4.5/C5.0 scheme wuses the so-called theoretical-
information criterion as a criterion for selecting a node,
while the CART algorithm is based on calculating the
Gini index (a statistical indicator of the attribute differ-
ence), which takes into account the relative distances be-
tween class distributions within metrics. The main exam-
ples, parameters and mechanisms of this classification
tree scheme can be developed from open resources [27—
31]. The shortcoming here is the relatively weak effi-
ciency in terms of vertex selection in comparison with
other modern methods and schemes of the LCT struc-
tures. The main idea of methods and algorithms of
branched selection of ACT algorithm attributes and verti-
ces, in contrary to the neural network approach [32-34],
can be defined as the optimal approximation of some ini-
tial TS by a set of ranked classification algorithms. Then
the central question from [11] comes to the fore, i.c. a
problem of choosing an effective branching criterion,
selecting vertices, attributes and features of discrete ob-
jects for the LCT schemes and choosing algorithms for
ACT.

3 MATERIALS AND METHODS
At the next stage of the study, for the case of binary
classification, we shall construct such a generalized
attribute (a particular hyperplane) that would separate
these classes in the most efficient way. One of the easiest
ways of such construction would be:
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S .
Lif Zajx;~+b20;
L. . =1
P(x{, X)),y Xo) = JS
0,if Zajx;+b<0.
i1

s

Lif Y% —a;)?-b*<0;

.. . j=1

P(X{, X5, X5) = s

0,if Y (xh—a;)*-b*>0.
j=1

Note that here a;,b are the arbitrary real numbers.

Also, it is clear that a simple and effective division of
the classes H,H; is possible only if the hypothesis of

compactness in the space of these classes is valig. The
latter means that all points of each of these classes are at a
relatively small distance from each other, i.e. there are
such points (centers of mass of these classes), around
which they are grouped. Obviously, in this case it is
appropriate to choose the arithmetic mean of the
submabifolds H,,H; as the above centers. Thus, when

constructing the GA, it is sometimes important to take
into account the capacity of each of the submanifolds. We
shall mean by the capacity (mass) of a manifold the
number of pairs of objects from the training selection of
type (1), for which relation f(w;)=j holds true:

ZWi ZWi
cH, cH.

cp =0 oy = 3)
no m

Just the points cy=(c{,...c2) and ¢ =(c},...c})
shall be the centers of mass of the classes H and Hj,
while the numbers ny and n; will be their capacities
(masses). Since ng,n; have to influence directly P (i.e.

the hyperplane location in space), it seems reasonable to
assume as follows:

§—Cp _ ny

. “)
c—S ny
It follows directly from (4) that:
g— nicy +npcy . (5)

ny +n;

In accordance with the training selection data, the
centers of mass of the classes H, /{, and their capacities
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ny,n,» as well as the point §, are calculated. This point

S will be a result of selection of the most successful
division of the classes H, H;. Such selection will be the

better, the wider are the relevant classes separated from
each other in space. After constructing the attribute P , all
the points W not exceeding S belong to the class H,

whereas all the remaining points belong to the class H; .

In view of all mentioned above, we will step-by-step
describe the scheme of division of classes by means of a
hyperplane. Note only that in our case the training process
is carried out at once for all objects of the initial selection,
but this assumption is not a limitation.

At the initial stage, based on the training selection
data, calculation of the centers of mass and capacity of the
classes H,H; is carried out. Note that these two

operations can be done with a single processing of the
training selection. The next step is to find the point of
division between the centers of mass of the classes,
through which the desired plane will pass separating
them. Therefore, first the distance between the centers of
mass of the classes is calculated depending on the type of
the distance determination in space, which was fixed at
the beginning of the algorithm. At the second stage,
depending on the capacity of the classes H,H;, location

of the point S that lies on the line connecting them is to
be found. We draw a plane through a certain point S
normally to the line connecting the centers of mass of two
opposite classes. The equation of this plane will look like:

(z—=5)-(c1 —¢p)=0. (6)

Note that z denotes here an arbitrary point of the
plane (6), and we deal with a scalar product of the vectors
x-y . Then the following attribute could be taken as the

generalized attribute P :

P(Z)— l,l'j[(Z—S)'(Cl—Co)ZO; (7)
~10,if (z—5)(¢; — ) <O.

If P(z)=1, then z should be related to the class H,
while if P(z)=0, z should be related to the class H.
Thus, in this case the classes Hy and H; will be

separated by a plane (6) that crosses a straight line, which
connects the centers of mass of the above classes at the
point S and, in addition, is orthogonal to this line.

After the generalized attribute P is built, it should be
checked. Such check of the generalized attribute P shall
include repeated checking all the objects of the training
selection for their recognition correctness. One essential
peculiarity should be noted here, namely, the errors of
two categories are possible in testing the attribute P
during the recognition tree method operation, when the
attribute P will be only one of many constructed
generalized attributes. The first category of errors in not

critical, when the dividing plane due to not fully correct
© Povkhan . F., Mitsa O. V., Mulesa O. Y., Melnyk O. O., 2021
DOI 10.15588/1607-3274-2021-3-10

construction will fail to cover a part of objects belonging
to one of classes (it is not critical, because 'not covered'
part of objects will be passed for processing to another
recognition algorithm). The second error category, a
critical one, will lead to impossibility to build the dividing
plane and occurs in case the above plane covers objects of
other class.

The algorithmic implementation of both training and
recognition suggested above can be applied to various
class regions, the full separation of which is achieved
especially for a set of objects of class selection from non-
intersecting space regions. Such sets of objects (points)
can be completely separated from those of points from
any other class, if their regions in space do not intersect.
Note that the main disadvantage of this implementation is
that, in general, separation of the class regions is, as a
rule, not optimal and depends directly on the efficiency of
the choice of the attributes. The training selection
informativity and adequacy are also important [9, 15].

Consider the local algorithm of generating attributes
in a form of hyperspheres. The most efficient and
universal geometric algorithm is the hypersphere one. The
scheme of this algorithm, which will be described below,
in order to form generalized attributes (the GA sets) ,
builds at each step a hypersphere of the following form:

n
> (x; - ai)2 <r. The algorithm of training selection
i=1
approximation by hyperspheres is very similar, in general,
to the hyperellipse algorithm (and is its further conceptual
development), where the attribute is described by

n
inequality ZC,- (x—x,-)2 <r. Its high versatility, in contrary

i=l
to other algorithms, is based on the fact that even if the
compactness hypothesis is not fulfilled, it is possible to
construct a sequence of attributes that would separate
objects of one class from those of the other one. Note that
the only condition for this is prohibition of overlapping
objects of different classes. The principle of operation of
this algorithm is to approximate the region of the
corresponding class by a set of hyperspheres that would
cover all its objects (points). Moreover, the main attention
should be paid not so much to the description of the class
region by hyperspheres, as to the efficiency and cost-
effectiveness of this description. That is, the process of
approximation of an arbitrary class should take place with
the construction of a minimum number of hyperspheres
(generalized attributes).

Note that in order to store in the computer memory
some hyperspheres that approximate a certain region, it is
enough for each of them to memorize the coordinates of
the hypersphere center and radius. If we give a certain
parameter (radius), each point in the space (training
selection element) will become a hypersphere. Let us

describe a simplified scheme of the hypersphere
algorithm and consider the following possible
assumptions:
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a) there are no object with M" in the &-vicinity of

each point W; of the initial selection;

b) there are objects with M " in the &-vicinity of point
w; , but all of them belong to the same class together with
point W; ;

¢) there are objects with M " in the &-vicinity of point
W, , but they may belong to different classes.

Assumption (a) is not entirely preferable, as it is
unlikely that some approximation by a certain sequence of
geometric figures will be better than the training selection
itself. Assumption (b) will be the closest to reality,
however, in this case of the &-vicinity of the point w;, we
know information about the point W; itself only. From
the previous statements we can draw the following
conclusion: each point (object) w; belongs to a certain
class H j together with the &-vicinity.

The initial stage of the hypersphere algorithm deals
with processing the data of the training selection in order
to calculate the center of mass of the class Hy. When

processing the data of the training selection of the form
(1), for each point (vector) w;, for which the relation

fr(w;) =0 is valid (it is assumed that the object belongs
Hy), the distance to the
neighboring class H; is calculated in parallel, being

to the neighboring class

determined by the ratio:

min (W) = miﬂ (W —Wj )- (®)
wjeH,

The quantity d;,(w;) is used to determine the radius
of a hyper sphere centered at the point w;. The radius
r(w;) will be equal to d,;,(wj)/2 and results from the

following considerations: dividing the distance to the
neighboring class in half is necessary to ensure that the
hyperspheres with centers at the points w;(W; € Hy) and

wj(wj € Hy) do not intersect. This, in turn, may lead to
uncertainty in the classification process.

After actual determining the radii of the hyperspheres
describing the class H, one may construct a certain
manifold K, and write to it all the hyperspheres of the
class H(. Note that their number will be equal to that of
objects in the training selection for which equality
fr(w;j)=0,(i=1,...,m) will hold true. Note that we have
fulfilled the first task (i.e. description of the class H

region with the help of hyperspheres), although it is clear
that this approximation will not be optimal.

This stage of the algorithm operation relates to finding
the most efficient and cost-effective description of the
hyperspheres of the class Hy region. To do this, for each
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of the elements of the manifold K, (hyperspheres W,
with radius d;,(w;)/2) we calculate the quantity m(w;)

of all Wj for which

frR(Wj)=0,(i=1,...,m) and the following relation holds
true:

equal to the number

r(w;) <d(wj,wj). )
Here d(w;,w j) determines the distance in space
between the objects w; and wj . Therefore, it is clear that

the quantity m(w;) characterizes the number of points in
the space of the class H(, which will be described by a
hypersphere centered at w;. Let’s call this quantity the
hypersphere capacity. After calculating the hypersphere
capacities from the manifold K, one has to select (and
remove) that with the largest capacity, i.e. k;, and place it
into the manifold U , which will contain the hyperspheres
of the optimal H class approximation. The manifold
Ky is also subject to additional processing, i.e. removing
from it all the elements (hyperspheres), the centers of
which fall under the hypersphere |(1 region, i.e. meet the
condition r(k;) <d(w;,wj).

After constructing the first element of the sequence of
approximating hyperspheres of the manifold U , this
construction scheme must be repeated, returning to the
second stage. The process will continue until the desired

sequence of hyperspheres is constructed that fully
describes the class H(. Note that even in the worst case

of the location of the classes H(,H; in the space the

generalized attribute, nevertheless, will be constructed,

and only the number of hyperspheres will be equal to the
number of objects W, from the training selection that
belong to H,. After describing the region of the class
Ho  (hyperspheres belong to the manifold
Uk, ki) ), a

hyperspheres for the next class

sequence of approximating
H; is constructed
according to the similar scheme (result is
The process of recognizing new objects W, that enter

the input of the classification system will proceed via the
following scheme: first the hyperspheres of the manifold

U will be checked, i.e., if |k J- —Wi|sr(k ;). the object
w; belongs to the class H,. Then the hyperspheres of the
manifold Y will be checked, and if [l —wj| <r(l}), then

the object W; belongs to the class H;. However, there is

a third option, when for a certain W; none of the previous

conditions will be met, then this object will be denied
classification. The reason is not getting into any of the
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class H,H; regions. The restriction we imposed at the

beginning of the description of the hypersphere algorithm
scheme (i.e. that the training selection specifies
partitioning into two classes H(,H;) is not mandatory.

An arbitrary selection of the objects w; that define
partitioning into an arbitrary number of classes H; can be

reduced to a training selection of two classes, for
example, partitioning into H and into all other classes,

ie. H{,H,,..,H;. After finding the approximating

sequence for H,, the training selection is again

partitioned into H; and H,,H3,....,H;, and so on.

The main disadvantage of the above scheme of
approximation by the sampling hyperspheres is the
significant amount of calculations that appear with a
dramatic increase of the training selection volume. First
of all, this is due again to the constant cyclic processing of
the selection to build each subsequent hypersphere, that
is, if the desired sequence of hyperspheres consists of ten
elements, the selection will be processed the same number
of times. There is only one way to overcome this problem,
i.e. to find a sequence of hyperspheres that approximates
the working class with a less number of elements. This
can be achieved after making structural changes to the
scheme of the hypersphere algorithm.

To do this, at the very beginning of the algorithm

operation the center of mass of the class ¢y according to
scheme (3) and the value d;,(cy) of the distance to the
neighboring class (8) are calculated for the class Hj.
After performing the above operations, we obtain the first
desired hypersphere with a center at the point ¢, of the

radius 7(cq) = dpin(co)/2 . Of course, having calculated

its capacity and corrected the training selection, one can
see that the selection size is significantly reduced, i.e.
most of working class elements will be excluded from it.
Next, the scheme of operation of the algorithm for
constructing a sequence of hyperspheres will coincide
with that previously described, but the number of steps
will be significantly reduced due to the first, successfully
constructed, element of the sequence sought.

Consider the local algorithm for generating attributes
in the form of hyperellipses. In the previous local
algorithm, some hypersphere was chosen at each step to
form attributes, but it is clear that other spatial geometric
objects, such as hyperellipses or hyperparallelepipeds, can
also be used as attributes (see discussion below). Let us
describe the essence of the algorithmic implementation of
training selection approximation by hyperellipse, which is
a further development of the concept of space
approximation by hyperspheres and in some cases allows
a simpler and more cost-saving description of the class
region to be achieved.

Let us assume again that a known -classification
training selection with the objects w; of type (1) is set in

the n -dimensional space. To simplify the algorithm step
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explanation, we assume that &k ={0,1}, i.e. the objects
may belong to the two classes, i.e. Hy or H; only. In

addition, we shall assume that a certain metrics (2) is set
in this space.

The initial stage will be the primary processing of the
training sample and the construction of two manifolds G

and Gy, which will contain the objects of selection of the
corresponding classes Hy, Hy,ie. w; €G;,if w; e H;.
Such distribution of the training selection objects is
necessary for the further construction of hyperellipses and
calculation of the minimum distance to the next class.
Having fixed, for example, a manifold H,, we shall
calculate for each object w; the following number d;,
that belongs to it:
(10

dpin(W;) = min d(wy,wy).
Wo &t
wieH,

Here d(wg,w;) is a distance between the points w
and w . In fact, the quantity d;,(w;) shall fix for each
object w; with H, a minimal distance to the neighboring
class Hj (i.e. to the nearest object of this class).

Recall that, by definition, an ellipse is the geometric
location of points, the sum of the distances from which to
two fixed points (foci) is a constant value. It is clear that it
is natural to take pairs of objects (vectors, points) from
the set H as the above foci.

After calculating the measure of distance between
each of the objects of the class H|, and the neighboring

class Hj, one has to sort and select all the pairs of points
(w;,w;) from this class, for which the following

inequality will be valid:

d(wi,a)+d(w;,a) <do(w;,w;).

an

Here (aeH;), and dg(w;,w;) = min ((w;,w;),a).
: acH,; ’

In fact, this inequality expresses the condition of the
ellipse. The quantity d,, characterizes the minimum

distance to the next class. All the pairs of points (w;, w;)
found will be selected in a special manifold £, having
additionally introduced the quantity r(w;,w;), ie. the

radius of the hyperellipse, which will be equal to
do(w;,w;)/2. Its division in half is carried out for the

reasons similar to the reasoning of the division of the
hypersphere radius in the previous algorithm. Note only
that all pairs of points (w;,w;) found must satisfy the

condition of the hyperellipse (11), in the right part of
which should be the value of its radius.

After performing the second stage, we obtain a
manifold E that will contain all possible hyperellipses
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actually describing the class H(. An important point here

is that none of them will contain points (objects) of
another class H;, but this approximation will not be

complete. That is, in contrast to the hypersphere
algorithm, in our case there may be points (objects) that
will not lie in the region of any of the hyperellipses of the
manifold £. It is clear that to a large extent this will be
the result of the complex arrangement of classes (images)
in space.

After the previous actions, we obtain an
approximation by the sequence of hyperellipses of the
manifold £ rom a given training selection. After that,
one has only to select the most effective description of the
class, i.e. to find among the elements of the manifold £
those that would provide the most optimal description of
the class H(. To ensure this condition fulfillment, it is

necessary to calculate for each hyperellipse its capacity
p;- This value for each hyperellipse will show the

number of objects with H ), the distance to which is less

than or equal to its radius.

It is clear that, knowing the capacities of each of the
hyperellipse of the manifold E, we can already select
that one for which this value will be the largest, and
therefore, carry out a partial approximation. Note only
that, in the terminology of the logical tree methods,
hyperellipse will already be some generalized attribute,
but covering (unambiguously classifying) a certain part of
the class H( only. That is, the process of construction

(selection) of further hyperellipses must be continued. To
do this, one has to remove from the class H those

objects W; that fall within the classification region of the

first generalized attribute found (it is clear that their
number is equal to the hyperellipse capacity). After that,
one may proceed to the next step, i.e. to select the next
best hyperellipse (generalized attribute), for which it is
necessary to return to the first stage of the algorithm.

This sequence of actions will be carried out until such
a sequence of hyperellipses is generated that completely
approximates the class H( (the number of steps of the
algorithm will coincide with their number). However, a
second option is possible, when such elements will belong
to the class H( from which it is impossible to construct

such hyperellipses that will not cover the objects of the
neighboring class H;. The appearance of such objects is

explained by the complex arrangement of -classes
(images) in space; and will result in classification failures
that require some other recognition algorithm to
recognize.

It is clear that after finding the sequence E of
hyperellipses that will cover the class H, the

hyperellipses are constructed in a similar manner to
approximate all other classes of training selection ( /; in

our case). The process of recognizing new objects in the
hyperellipse algorithm corresponds by its structure to the

same stage in the previous hypersphere algorithm. That is,
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each w; of the unknown classification that enters the

input of the recognition system should be checked
sequentially for compliance with the conditions of
hyperellipse. The condition of the test will be to verify the
fact that the distance between w; and the centers of the

hyperellipse should not exceed its radius. If w; is absorbed

by one of the hyperellipses, it will be assigned to a class
that approximates this hyperellipse. If none of the
conditions are met, an object of unknown classification
(failure) will be generated for the object w; .

The weakest point in such an algorithm scheme in
terms of time consumption is the construction of all
possible hyperellipses, which will simply be reduced to
the usual search. It is clear that in many cases a significant
part of them will be rejected at the stage of verification
either due to overlapping of the class area (incorrectness)
or due to relatively insignificant capacity values
(duplication of hyperellipses). A cardinal solution of this
problem is to find and select the so-called “boundary”
points and build a manifold £ of hyperellipses based on
them. Note only that the scheme of this process will be
considered in the following geometric algorithm of
hyperparallelepipeds, and can proceed in several stages.

It is clear that the relatively high cost of computing
capacity with constant each-step (cyclic) processing of the
training selection is also an important disadvantage of
such an algorithm scheme for constructing hyperellipses.
One of the possible solutions of this problem may be to
work only with those hyperellipses that are obtained at the
first step of the algorithm. The downside in this case is
that there is a high probability of non-optimal or
incomplete approximation of the training selection, first
of all, this is due to the fact that the elements of the
manifold £ do not vary with each step. It should be
emphasized that in the software implementation of real
recognition problems, it is important to find the middle
ground between the volume of calculations to elaborate
the resulting classification rule. That is, the choice of, for
example, the scheme of initial processing of the training
selection should depend, first of all, on its volume.

Also note that since the hypercsphere algorithm is a
partial case of the hyperellipse algorithm, that is, if the
hyperellips turns into a hypersphere, then the number of
hyperellipses will not exceed that of hyperspheres, which
approximate this class based on the hyperphere algorithm.
It does not follow from this that such an algorithm scheme
will always lead us to the desired coverage of the class
region (at least, by hyperspheres).

4 EXPERIMENTS

Note that the tree algorithm method uses one of the
four simple geometric recognition algorithms as the
attributes, i.e. the hypersphere algorithm, the hyperplane
algorithm, the hyperellipse algorithm and the
hyperparallelepiped algorithm. Their operation principle
is to approximate the training selection by appropriate
geometric objects [11]. The result of each of these
algorithms is one or more generalized attribute(s)



e-ISSN 1607-3274 PagioenexrpoHika, inpopmaTuka, ynpasminsas. 2021. Ne 3
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2021. Ne 3

(corresponding geometric objects), which describe a
certain part of the training selection. Moreover, there may
be the cases when the algorithm fails to construct a
generalized attribute due to the complex arrangement of
classes in the n-dimensional space. It is also possible that
the constructed attributes do not approximate fully the
selection (objects that do not fall under this approximated
region are called classification failures).

Let a training selection of 2.000 elements be the only
information about the nature of the manifold M partition
into the classes H;. Note that here we deal with the

objects w; described by three attributes and grouped into

the four classes. So, the problem is to distribute objects of
unknown classification over one of four classes. The
presented selection contains the data of chemical analysis
of the diesel fuel content (the task of assessing the quality
of fuel) in a simplified version (the number of attributes is
reduced from fifteen to three) to demonstrate the very
concept of the algorithmic tree. Note that in this case
there is no test sample, i.e. we will not assess the
efficiency of the constructed system, but will only
approximate the data with a set of generalized attributes
(algorithms).

At the first stage, we shall assess the efficiency of
each of the algorithms, on the basis of which the general
classification scheme will be built, with respect to the
initial training selection (Table 1).

Table 1 — Assessment of the efficiency of elementary
geometric algorithms for classifying discrete objects with
respect to the initial selection

Class number Class 1 Class 2 Class 3 Class 4
Algorithm type
Hypersphere 0/32 0/16 0/18 0/11
algorithm
Hyperellipse 0/12 2/4 0/10 15/3
algorithm
Hyperparallelepi- 0/6 1/5 0/7 9/6
ped algorithm
Hyperplane 21/9 14/6 0/2 12/6
algorithm

The cells present the efficiency of each of the
algorithms with respect to the classes of the initial
training selection. The first number is responsible for the
quantity of objects that are denied in classification by the
appropriate algorithm, and the second one is responsible
for that of generalized attributes (geometric objects),
which approximate the corresponding selection class.
Depending on the initial choice of the algorithm as the
recognition tree vertex, the process of constructing the
resulting classification scheme can be completed with a
different number of steps. Possible classification scheme
is presented in (Fig. 1).

It can be seen from Table 1 that the efficiency of all
the algorithms, except for the hyperplane one, with
respect to the Class 1 is 100%, so it can be applied to any
algorithm (of course, except for the hyperplane
algorithm). At any further stages of recognition scheme
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construction, this algorithm is selected again, and it has
been proven to be the most efficient and economical one
with respect to all other classes of the initial selection. In
addition, each of the generalized attributes generated by it
represents the coordinates of the center of the hypersphere
and its radius and requires a minimum amount of memory
for its storage.

Training selection

Class 1

('I:|:-.-1 / Sy
¥ Complete scheme
Figure 1 — Example of RS constructed

The recognition scheme (Fig. 1) is built of algorithms,
the efficiency of which was evaluated with respect to the
number of generalized attributes, which they use to
describe the training selection. Thus, two algorithms were
used to approximate the Class I: first, the hyperplane

algorithm had constructed the GA Sll , which described it
only partially. At the second stage, the hyperparallelepiped

algorithm is applied, i.e. the attributes Plz and Pl3 that

finally completed the recognition of this class. At the
following stages of recognition the hypersphere (attributes

K %,K 22,]{ };,K f ) and the hyperplane algorithms (attribute

S%) are again applied. Note that in order to build this

scheme three different recognition algorithms are used not
directly affecting each other's operation. That is,
completely different in principle and ideology algorithms
could be applied instead of them, allowing one to
construct a recognition scheme with arbitrary complexity
and efficiency. Only the efficiency of each of them for a
fixed selection and the information capacity of the
generalized attributes generated by them are important.
That is, the tree method operates with ready-made
(constructed) attributes only, and it may not be interested
in what algorithm or method they were obtained.

This recognition scheme is constructed on the basis of
a logical tree method and can be represented as a certain
algorithmic scheme (operator) built by some algorithm to
minimize or maximize the corresponding functionality,
based on which the importance of the attribute, group of
attributes or the efficiency of the recognition algorithm
uniquely related to classification errors are assessed (it
crosses the method of attribute branched selection).

Note that the tree method based on the input (training
selection) data and the range of algorithms for generalized
attributes stored in its library constructs (generates) a
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certain scheme optimal by memory costs (complexity)
and recognition efficiency (system). Under the scheme in
this case we mean a set of numerical parameters for
elementary attributes that best approximate the initial data
array [14] (meaning the definition of the decisive scheme
and the 1. Vitenko’s generalized attribute). Thus, in our
case, the arguments of the constructed recognition scheme
are the class attributes (hypercoils, hyperellips, etc.) or
interclass attributes (hyperplanes). The parameters of the
specified attributes and the general structure of the system
(scheme) are stored in the computer memory.

Each of the schemes constructed by the tree method
will be a general recognition system that can be used for
practical work (processing large arrays of experimental
data in the form of data arrays). Note also that the
resulting scheme will be to some extent a new recognition
algorithm (of course, synthesized from known algorithms
and methods). In addition, for these classification systems
it is not necessary to store in the computer memory the
objects of selection on which it was constructed, i.e. large
information arrays. The latter, in turn, leads to the fact
that the process of constructing recognition system based
on the tree method is largely similar to the process of
information  compression  (meaning methods  of
information compression with losses) or encoding.

5 RESULTS

Thus, based on the classification tree method and
modularity principle, Uzhhorod National University has
developed a software package Orion III to generate
autonomous recognition systems. The algorithmic library
of this system has 11 recognition algorithms, among
which are the geometric algorithmic implementations
suggested above. This system allows other autonomous
algorithms to be connected given the provision of the data
exchange interface with the module for generating
recognition schemes (the open architecture principle).
Due to the use of external algorithms, which can be based
on arbitrary concepts, a high versatility of the software for
a wide range of recognition tasks is provided. Note also
that the system allows generation of autonomous
recognition systems in two modes — the automatic (with a
step-by-step assessment of the efficiency of a set of
algorithms with respect to the training selection) and
interactive (choice of vertices and algorithms of the
algorithmic tree depend on the operator) ones. This
approach provides to a great extent high versatility in
solving application tasks (it shifts responsibility to the
implementation of an autonomous recognition algorithm),
requires less attention to the task specifics (interpretation
of attributes), and, on the other hand, imposes high
requirements on the completeness and adequacy (quality)
of training selections.

The principal task here was to construct an
autonomous recognition system based on geological data
(the problem of oil-bearing bed separation). The
mathematical model of recognition objects in this case is
presented in the form of attributes of the x;,x;,...,x, -
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sets. Their following main properties were used to
recognize objects (12 basic elementary attributes and 10
additional ones):

— bed thickness;

— clay solution resistance;

—resistance p; on the standard potential probe;

—resistance on the gradient probes at the lateral
logging sounding with the 4, =0.5 m size;

—resistance on the gradient probes at the lateral
logging sounding with the 4, =1 m size;

—resistance on the gradient probes at the lateral
logging sounding with the 4, =2 m size;

—resistance on the gradient probes at the lateral
logging sounding with the 4; =4 m size;

—resistance on the gradient probes at the lateral
logging sounding with the 4, =8 m size;

— inverse probe;

—rock resistance;

— well diameter;

— clay cake thickness.

The training sample provides information about the
objects of two classes (the oil-bearing bed class and the
water-bearing bed class). At the stage of examination, the
constructed classification system should ensure effective
recognition of objects of unknown classification with
respect to these two classes. Before starting work, the
training selection was automatically checked for
correctness (searching and deleting the same objects of
different belonging, i.e. the first-kind errors), although the
system has implemented a scheme for additional training
and error correction in the classification tree (the ATEC
algorithm), since generation took place automatically,
then this algorithm was not used.

Note that the training selection consisted of 1.250
objects (of which 756 were the oil-bearing ones), and the
efficiency of the constructed recognition system was
assessed on a test sample of 240 objects. The data from
training and test selections were obtained on the basis of
geological exploration in the Transcarpathian region during
the period from 2001 to 2013. The methods of training
selection approximation on the basis of hyperspheres and
hyperellipses were used as the fixed algorithms (only
geometric algorithms were selected from the library, and
their algorithmic schemes were described above). The test
use of a set of other library algorithms provided generation
of an algorithmic tree of much greater complexity. It
should also be noted that increasing of the set of algorithms
negatively affects the total generation time of the system
(in automatic mode) due to their step-by-step assessment
with respect to the training selection.

Also, the resulting number of generalized features was

18 per 756 objects of the oil-bearing bed class and 22 per
The

constructed autonomous classification system is based on

494 objects of the water-bearing bed class.

the recognition scheme presented in Fig. 2.
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Note that if one assesses the efficiency (with respect to
compression — the description of the training selection
data) of the constructed scheme of the system of discrete

object classification by the formula p:IOO—(IOO-&)
m

and amounted to 96.8%.
Note that this recognition system was constructed for

two different configurations:
1) (Conf No. 1 Intel 15 8500 / Ram 8GB);
2) (Conf No. 2 AMD FX8370 / Ram 16GB).

I'raining selection — 1,250

Hyperellipse algorithm

Construction time: 368 s
Number of GAs: 10

Oil-bearing beds

Construction time: 286 s, Hypersphere algorithm

| Number of GAs: 8
Oil-bearing beds

o " " ——— »!

Construction time: 382 s Hyperellipse algorithm

Number of GAs: 13

Hypersphere algorithm Water-bearing beds
Construetion time: 301 s,

Number of GAs: 9

o Water-bearing beds
Classification failures

Total construction time: 1,337 5.
Total number of GAs: 40

Figure 2 — The layout of the RS constructed on the basis of
geological data

The whole process took 1.586 seconds and 1.337
seconds, respectively, what is largely due to the increase
in the processor frequencies, disk subsystem speed and
assembler optimization.

Note also that the hyperplane and hyperparallelepiped
algorithms appeared not very suitable for this recognition
system, since they 'refused' to work on this array of
geological data (training selection). It should also be
noted that the hyperellipse algorithm 'failed' to perform a
complete approximation of the class regions, and was
used in conjunction with another algorithm to simplify the
resulting recognition scheme. At the stage of evaluating
the effectiveness of the system constructed, 221 of 240
objects of the test sample were successfully classified (5
objects were denied classification). This pretty good result
(certainly, 1250 objects are not enough to build a normal
highly efficient classification system volume) is mainly
due to the use of the hypersphere algorithm to
approximate the training selection. This allowed one to
ensure effective separation of the class region even at an
incomplete (inadequate) selection due to increasing the
number of generalized features.

6 DISCUSSION
Note that the structure of the algorithm tree con-
structed within this work (the ACT model) operates only
with ready-made (constructed) sets of generalized attrib-
utes (elementary geometric classification algorithms), and
it may not be interested in any general algorithm or
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method (scheme, rule, method) they are obtained, and
each of the schemes constructed by the algorithmic tree
method will be a general recognition system that can be
used for practical work (processing large arrays of ex-
perimental data in the form of discrete sets of arbitrary
nature). An important point is that the resulting classifica-
tion scheme (tree of algorithms) will be to some extent a
new recognition algorithm (of course, synthesized from
known algorithms and methods), and the resulting ACT
structure (new classification scheme) is characterized by
high versatility with respect to the application and rela-
tively compact structure of the model itself (within the
scope of the problem presented in the work, the GA sets
of only two types were used). However, the ACT struc-
ture requires relatively high hardware costs for storing the
generalized attributes (or their sets) and the initial assess-
ment of the quality of classification algorithms according
to TS. Moreover, the ACT models, in comparison with
the LCT structures, have a high-speed classification rules,
comparable hardware costs for storage and operation of
the tree structure and high quality of classification.

CONCLUSIONS

New simple algorithmic implementations for
approximating an array of geological data by a set of
generalized features (elementary geometric algorithms of
algorithms) have been suggested in this paper. The ACT
structure is a graph-schematic structure with a dimension
of 40 generalized attributes and generation time of 1.337
seconds, and for the tree synthesis two eclementary
geometric algorithms have been used.

An approach to the synthesis of new recognition
algorithms based on a library (set) of already known
algorithms and methods has been developed. That is, an
effective scheme for recognizing discrete objects based on
the tree method is presented with a step-by-step
assessment and selection of generalized features at each
step of the scheme synthesis. The efficiency of the
developed discrete  object classification scheme
(geological data) was 96%.

The scientific novelty of the obtained results is based
on the fact that the proposed method of the ACT struc-
tures on the basis of a set of autonomous recognition and
classification algorithms assessment and ranking for gen-
erating the classification tree structure (the ACT model).
Moreover, at each step of the classification tree branching
a certain part of the TS (or its submanifold) is approxi-
mated.

The practical value of the obtained results is that the
method of constructing the ACT models (the LCT/ACT
structure) was implemented in the library of algorithms of
the universal software system ORION III to solve various
practical classification (recognition) problems for differ-
ent arrays of discrete objects. The practical tests con-
firmed the efficiency of mathematical software, proposed
ACT models and developed software that allows one to
make recommendations on the use of this approach (the
algorithm tree models) and its software implementation
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for a wide range of applications for discrete object classi-
fication and recognition.

Prospects for further research may be directed to-

wards the development of algorithmic classification trees
methods, i.e. the methods of cutting-off and minimizing
the ACT structures, optimizing software implementations
of the ACT construction method, as well as its practical
testing on the manifold of real classification and recogni-
tion problems.
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3AJAYA AITPOKCUMAIIIT MACUBY TUCKPETHUX JAHUX HABOPOM EJJEMEHTAPHUX TEOMETPHUYHHX
AJI'OPUTMIB

IoBxan I. ®. — 1-p TexH. HAYK, JOLCHT, TOLEHT Kadeapu nporpamuoro 3abezneuenns cucreM JIBH3 Yikropoacekuii HartioHa-
JIBHUH yHIBEpCUTET, M. YXKropon, YkpaiHa.

Mina O. B. — 1-p TexH. HayK, IOIEHT, 3aB. Kadeapu iHGopMaiiHUX yIpaBIsIounx cucreM i rexuoinoriid. IBH3 Yxroponcekuii
HAI[lOHAJBbHUHN YHIBEPCHUTET, M. YIKropoJ, YKpaiHa.

Myneca O. FO. — n-p TexH. HayK, JOICHT, TOUEHT Kadeapu kibepHeTHKU Ta mpukiagHoi matematuku JIBH3 Vikropoacekuii
HaliOHAJBbHUN YHIBEPCUTET, M. YKropoz, YKpaiHa.

MeabHuk O. O. — KaHJ. TeXH. HayK, AOLEHT, IOLUEHT Kadeapu nporpamHoro 3adesneueHus cucrteMm JBH3 Yxropoacekuii Ha-
LIOHANBHUHA YHIBEPCUTET, M. Y KTopoa, YKpaiHa.

AHOTAIIA

AKTyanbHicTb. B po6oTi po3B’si3aHa 3a/a4a anpoKCHMMallil MaCHBY IHCKPETHUX JAaHUX HaOOPOM €JIEMEHTapHUX T€OMETPUYHUX
QITOPHUTMIB 1 IIPEICTABICHHS MOOYI0BAaHOI MOZEI PO3Mi3HABAHHS y BHUIJISII alTOPUTMIYHOTO AepeBa kiacudikamnii. O6‘exToM na-
HOTO JIOCJII/DKEHHS € KOHIICTIis JiepeBa Kiacuikallil y BULIISL JepeBa anroputMis. [IpenmMeToM NOCIiKEHHS € aKTyallbHI MOJIEN,
METOIM, AITOPUTMH Ta CXEMH MOOYIOBH PI3HOTHITHHUX AepeB Kiacudikariii.

Meta. Metoro naHoi poOOTH € CTBOPEHHS MPOCTOro Ta €(heKTUBHOTO METOLY Ta alrOPUTMIUHOT CXeMH MOOYA0BU ASPEBONOAI0-
HUX MOJIe/iel po3Mi3HaBaHHs Ta Kiacudikalil Ha OCHOBI JiepeB ajJropuTMIB AJIs HAaBYaJBHUX BHOIPOK JUCKPETHOI iHpopMaril Beau-
KOTO 00°‘eMy, KU XapaKTepPHU3YETHCS MOIYJIBHOIO CTPYKTYPOIO 3 HE3aJCKHHUX AITOPUTMIB PO3Mi3HABAaHHS OLIHEHMX Ha OCHOBI Ja-
HHX TI0YaTKOBOT HAYAJIbHOI BUOIPKH IS IIMPOKOTO CIEKTPY HPHUKIAIHUX 331a4.

Merton. IIpononyeThest cxeMa cuHTE3y JAepeB Kiacugikamii (IepeB anropUTMiB) Ha OCHOBI allpOKCHUMAIlil MAacuBY JaHHX Habo-
POM eJIEeMEHTapHUX T'€OMETPUYHHUX aJITOPUTMIB, sIKa JUIS 3aJJaHOi OYAaTKOBOI HABYAIBEHOI BHOIPKY JIOBUIEHOTO po3Mipy Oymye nepe-
BonoiOHy cTpyKTypy (Mozens AJIK), sika ckiagaeTbesi 3 HAOOPY aBTOHOMHHUX alTOPUTMIB Kiacu(ikaiii Ta po3ni3HaBaHHS OLliHe-
HUX Ha KOXXHOMY Kpoiti, etami modymoBu AJIK 3a 1aHOK0 Mo4aTKOBOK BHOIpKO. Po3pobiieHuii MeTon mo0y10BH aIrOPUTMIYHOTO
nepeBa kiacudikaiii OCHOBHA i/ies SIKOTO IOJIsIrae B 110 KPOKOBIH anpoKcuMallii HauaabHOi BUOIPKHU TOBUTBHOTO 00°€My Ta CTPYKTY-
pu HaOOPOM €JIEMEHTAPHUX I'€OMETPUYHMX anroputMiB kiaacudikauii. Januit meton mpu ¢GpopMyBaHHI MOTOYHOI BEpLIMHH AepeBa
AITOPUTMIB, By371a, y3aralbHEHOI O3HAKH, 3a0e3neduye BUAUICHHS HAHOUTbII e(heKTHBHUX, SKICHUX E€IEMEHTapHUX AITOPUTMIB KiIa-
cudikamii 3 mogaTkoBOro Habopy Ta 10O0YyAOBY JHIIE THX HNIIAXiB B cTpyKTypi AJIK e BimOyBaeTbcss HAWOUIbIIA KUTBKICTh TIOMUIIOK
kiacuikamii. Po3pobiena cxema cuHTe3y pe3ybTyIO4oro aepeBa kinacugikanii, Mmozxeni AJIK mo3Boisie 3HaUHO CKOPOTUTH PO3MIp
Ta CKIamHICTh JiepeBa. CTPYKTypHa CKIAAHICTh KOHCTPYKIil AJIK omiHIO€ThCS HA OCHOBI KUTBKOCTI TIEPEXO/iB, BEPIIMH Ta SpycCiB
crpykrypu AJIK, 1110 103BOJISIE MTIABUIIUTH SIKICTh HOTO HACTYITHOTO aHANi3y, 3a0e3NeYnTH e()eKTUBHUI MEXaHi3M JEKOMITO3HLIT, Ta
oynyBaru ctpykrypu AJIK B yMoBax ¢ikcoBaHMX Ha0OPiB 0OMeKeHb. MeTO1 CHHTE3Y JEePEB AITOPUTMIB JT03BOJISIE Oy IyBaTH Pi3HO-
THIHI JepeBOoAiOHI MOl pO3Mi3HaBaHHsI 3 PI3HUMH MMOYATKOBUMHU HaOOpaMu efleMeHTapHuX Kinacu(ikaTopiB 3 Hamepe, 3a1aHoI0
TOYHICTIO /IS IIHPOKOTO KIIACy 3a/1a4 Teopii MITYyYHOTO iHTEICKTY.

PesyabTaTtu. Po3pobnenuii Ta mpencraBieHui B gaHiil poOOTi METO anmpoKcHManii TUCKPETHUX HaBYAIBHUX BUOIPOK HAOOpOM
CJIIEMEHTapHUX T€OMETPUYHUX aNTOPUTMIB OTPUMAB MPOTpaMHy peati3alilo Ta OyB JOCITIHKEHHUH 1 MOPIBHIHUI 3 METOAMH JIOTid-
HUX JAepeB Kiracugikamii Ha OCHOBI CeJIeKIii eleMeHTapHUX O3HAK IIPH PO3B’S3Ky 3a/adi PO3Ii3HABAHHS PEAbHUX JaHUX Te0JIoTid-
HOT'O THILY.

BucnoBku. [IpoBeneni B naniii poOOTi 3arajbHUil aHaI3 Ta EKCIICPUMEHTH IMiATBEPANIN MPaIe3AaTHICTh PO3POOICHOTO Mexa-
Hi3My NOOYIOBU CTPYKTYp J€PEB AITOPUTMIB Ta IMOKAa3yIOTh MOXIIMBICTh HOTO IEPCHEKTUBHOIO BUKOPUCTAHHS IJIsl PO3B SI3KY LIH-
POKOT0 CIEKTPY MPaKTHUYHUX 3a7ad po3mi3HaBaHHs Ta Kiacudikauii. [TepcriekTHBH moganbUIMX JOCTIIPKEHb Ta anpobamiii MOXyTh
HOJISATaTH B CTBOPEHHI METO/(IB aJrOPUTMIYHOrO JepeBa Kiacu(ikamii iHIIKMX TUIIB 3 IHIIUMU TOYaTKOBUMHU HabopaMu elieMeHTap-
HUX Kiacu(ikaTopiB, ONTUMIi3amii HOro MporpaMHHUX peai3alliif, a TaKOX EKCIICPUMEHTATbHUAX TOCTIHKEHHIX AaHOTO METOAY Ha
OUTBII ITUPOKOMY KOJIi MPAKTUYHUX 3a/1a4.
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3AJAYA ATIMPOKCUMALIUU MACCHUBA JUCKPETHBIX JAHHBIX HABOPOM 3JIEMEHTAPHBIX
IF'EOMETPUYECKHX AJITOPUTMOB

Moxan U. ®@. — 1-p TexH. HayK, AOLEHT, HOLEHT Kadeapsl mporpaMMHOro obdecriedenust cucreM I'BY3 Vikroponckuit Hamuo-
HaJIbHBII YHUBEPCUTET, I'. YIKIopoJl, YKpauHa.

Mumna A. B. — 1-p TexH. HayK, JOLEHT, 3aB. Kadeapsl HHGOPMALMOHHBIX YIPABISIOIINX cucTeM U TexHosoruii ' BY3 Vikropon-
CKMI HallUOHAJIbHBIA YHUBEPCUTET, I'. YKIropos, YKpauHa.

Myueca O. FO. — 1-p TexH. HayK, TOLEHT, TOUCHT Kadeapbl KNOSPHETHKH U MPUKIaAHOi Matematnku [ BY3 Vikropoackuii Ha-
LIMOHAJILHBIN YHUBEPCUTET, I'. YKropoJ, YKpauHa.

Measnuk E. A. — kaHA. TeXH. HayK, JIOLEHT, TOLUEHT Kadeapsl mporpaMMHOro obecneuenns cucteMm ['BY3 Yxropoackuit Ha-
LIUOHAJIbHBII YHUBEPCUTET, I. Y3KIopoJ, YKpauHa.

AHHOTAIUSA

AKTyanbHOCTh. B pabote perrena 3ajaya annpoKCHMaluy MacCHBa JUCKPETHBIX JAHHBIX HAOOPOM DJIEMEHTApHBIX T'€OMETpPH-
YeCKHUX aJTOPUTMOB U ITIPEICTaBICHUS ITOCTPOCHHON MOJENHM PACIO3HABAHUSA B BHUIE aJrOPUTMUYECKOTO JepeBa KIacCH(HKALMH.
OOBEKTOM JJaHHOTO MCCIIEIOBAHUS SABIISETCA KOHLETIINS JePEeBbeB KiacCH(pUKaLUK B BUAE AepeBa aaropurMos. [IpexmeroM uccie-
JOBAaHUSI SBIISIOTCS aKTyalIbHBIE MOJEIIH, METO/BI, AITOPHTMBI M CXEMBI IOCTPOCHHS Pa3HOTUITHBIX A€PEBBEB KIIaCCH(DUKALIUH.

Heas. Lensio nanHoi paboTHI SIBISETCS CO3MaHKUE MPOCTOrO M 3()(HEKTHBHOTO METOA U AITOPUTMUIECKOH CXEMbI IOCTPOCHHS
JIPEBOBHIHBIX MOJIENIeH PacIio3HaBaHKS U KIACCU(UKAIUK HAa OCHOBE JAEPEBHEB AITOPUTMOB JUIS O0YYAIONIUX BEIOOPOK JHCKPETHON
napopmarmu Gonbioro oobsema. [Ipudem oHHM XapakTepu3yeTcsi MOIYJILHOM CTPYKTYPOH M3 HE3aBUCHMBIX alTOPHTMOB pacHo3Ha-
BaHUsI, OLICHEHHBIX Ha OCHOBE JJAHHBIX HAYaJIbHOW 00yuJaromieil BEIOOPKH ISl IMPOKOTO CIICKTPa IMPHUKIAIHBIX 33/1a4.

Merton. IIpenaraercs cxema CHHTE3a JIepeBbeB KiIacCH(HKAIMU (IepPEBbEB aITOPUTMOB) HA OCHOBE alIIPOKCUMAIMN MAcCHBa
JAHHBIX HaOOPOM 3JIEMEHTapHBIX T'€OMETPUYECKUX aITOPUTMOB, KOTOpas IS 3aJaHHON MCXOIHOH oOyuarommeil BBIOOPKH MPOM3-
BOJILHOTO pa3Mepa CTPOHT APEBOBUAHYIO cTpyKTypa (Mozens AJIK), KoTopas cocTOMT U3 Habopa aBTOHOMHBIX aJTOPUTMOB KJIACCH-
(¢uKanyy M pacrlo3HaBaHUs, OICHEHHBIX Ha KaxaoM dtane noctpoeHus AJIK mo maHHO# mcxomHoi BeiOopke. Paspaboran meron
TIOCTPOCHUS aTOPUTMHUYECKOTO JAepeBa KIAacCH(pUKAIUK OCHOBHAS HAEs] KOTOPOTO 3aKIIOYaeTCs B MO MIArOBOH ammpOKCHMAINU
HavyaJIbHOU BHIOOPKH MPOU3BOIBEHOTO 00BbEMa U CTPYKTYPHI Ha0OPOM 3JIEMEHTapHEIX TeOMETPHIECKIX aIrOPUTMOB KIaCCH(HUKAIHN.
Jannb1ii MeTox npy GopMHUPOBAaHUN TEKyINEH BEPIIMHBI lepeBa aJrOpPUTMOB, y3l1a, 0000IIEHHOTO MpU3HAKa, 00EeCIIeYnBaeT BhIIe-
nenue HanbOoiee (P(HEKTUBHBIX, KAUECTBEHHBIX AJIEMEHTAPHBIX AITOPHUTMOB KJIACCH(UKAIUK U3 HAYAIBHOTO Habopa M JOCTPOUKY
TOJIBKO TeX myTeit B cTpyktype AJIK rae nmpoucxoaut HanboJbllee KOMUISCTBO OMIMOOK Kiaccuukamnuu. Pazpaborana cxema CHH-
Te3a pe3yNbTHpYIOLIero JnepeBa knaccudukanmu, moaenu AJIK mo3BoiisieT 3HAYUTENIBHO COKPATHTh pa3Mep U CIOXKHOCTh JiepeBa.
CTpyKTypHas CJI0)KHOCTh KOHCTpYKUuH AJIK oneHMBaeTCsl HA OCHOBE KOJMYECTBA MEPEXO0B, BEPLIMH U sIpycoB cTpyKTypbl AJIK,
YTO MO3BOJISAET MOBBICUTH KAYECTBO €ro MOCIEAYIOIIero aHamu3a, ooecnednts 3p(GEeKTUBHBIA MEXaHU3M JICKOMIIO3UIIMH, U CTPOUTH
cTpykTypsl AIIK B ycnoBusx (UKCHPOBAaHHBIX HAOOPOB OrpaHHUYECHUH. MeToj cHHTEe3a JEepPEeBLEB ANTOPHUTMOB IO3BOJISIET CTPOHUTH
Pa3HOTHUIIHBIE APEBOBUAHBIE MOJEIH PACHO3HABAHMS C PA3TMYHBIMH HAYaIbHBIMH HA0OpaMH >IEMEHTapHBIX KJIACCH(PHUKATOPOB C
3apaHee 3aJaHHOH TOYHOCTBIO ISl IIMPOKOTO Kiacca 3a1a4 TEOPHU HCKYCCTBEHHOTO MHTEIUICKTA.

Pe3yabTartsl. PazpaboTanHblil 1 IpeCcTaBICHHBIA B JaHHOW paboTe METO alIpOKCUMAIIMHU TUCKPETHBIX 00yJaromuX BEIOOPOK
HabOPOM 3JIEeMEHTapHBIX TEOMETPUUECKUX AITOPUTMOB IOy IPOrPAMMHYIO pean3aliio U ObUT MCCIIEIOBAH U CPaBHEH C METO-
JIaMH JIOTHYECKHX JIEPEBbEB KIACCU(PUKAINN HAa OCHOBE CEJICKIIMH JIEMEHTAPHBIX PU3HAKOB IIPU PELICHNH 3aJa4l PACIIO3HaBaHUS
peanbHBIX JaHHBIX T€0JIOTMYECKOTO THIIA.

BoiBoabl. [IpoBeneHHbIe B 1aHHOM paboTe 00l aHAIN3 U HKCIIEPUMEHTHI TOATBEPANIN PaOOTOCIOCOOHOCTh pa3paboTaHHOTO
MEXaHU3Ma MOCTPOCHUSI CTPYKTYP AEPEBHEB ANTOPHUTMOB U MOKAa3bIBAIOT BO3MOXHOCTH €r0 MEPCHEKTUBHOTO HCIIONB30BAHUS IS
pelIeHns MUPOKOTO CHEKTpa MPAKTHUECKUX 33/1a4 PACIIO3HABAHUS U Kiaccu(UKauy. IlepcreKTHBE JaTbHEHIINX HCCISAOBAHIN 1
anpodanuii MOTyT 3aKJIIOYaThCs B IOCTPOSHHU METOJOB AITOPUTMHUYECKOTO JiepeBa KIacCH(HKAIMU IPYTUX TUIOB C JPYTHMH Ha-
YaJbHBIMA HaOOpaMU 3JIEMEHTapHBIX KIaCCH(HKATOPOB, ONTUMU3AIUH €T0 IPOTPaMMHBIX pealH3alnii, a TakKe 3KCIePHMEHTAIb-
HBIX HCCJIEJIOBAHUSIX JTAaHHOTO METO/Ia B OoJiee MIMPOKOM CIIEKTPE IMPaKTHYECKUX 3aad.

KJIFOUEBBIE CJIOBA: anropurMudeckoe 1epeBo KilacCu(pHKaIMK, paclio3HaBaHus 00pa3oB, KIacCU(PHKALKs, AITOPUTM
Ki1acCH(UKALNK, KPUTEPUH BETBICHUS, TCOMETPUUECKUI aITOPUTM.
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