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HEPE/IMOBA

3 NpUCKOPEHHSIM Tio0amizaiii 1 MOMMPEHHSM MDKHAPOJHUX JITOBUX
3B’SI3KIB YKpaiHU 3 1HIIMMHU JIepKaBaMHU Ha TMOJITHYHOMY Ta €KOHOMIYHOMY
PIBHSIX 3pocTae nmorpeda y BUCOKOKBai(pikoBaHUX (PaxiBIIsIX, sIKi 3/1aTHI BUTBHO
BOJIOJITH OCHOBAaMH JIJIOBOTO IHIIIOMOBHOTO CHIJIKYBaHHA. Y TaKuUX yMOBax
BOKJIMBUM € YCBITOMJICHHS MauOyTHIMH (axiBUsIMU PI3HMX Tamy3el
HEOOX1THOCTI 1X MaOyTHIX 3B’ S3KIB 13 MIXKHAPOJHUM CEPEOBUILIEM, a OJTHUM 3
MEepIIOYEProBUX 3aBAaHb OCBITU CTa€ sIKICHA MiATOTOBKA (haxiBIliB, 3[aTHUX O
yCHIITHOT TpoQeciiHol MISIIBHOCTI B MEXaxX CBITOBOi CHUIBHOTH. B 1bomy
KOHTEKCTI 1CTOTHO 3MIHIOIOTECI BUMOTH 10 BOJIOJIHHA 1HO3EMHOK MOBOIO
(axiBUSAMHM BCIX pIBHIB, MNEPUIOPATHOIO 3HAYEHHS HaOyBalOTh IPaKTUYHI
HAaBUYKH, IO MependavyaroTh 3HAHHS M1IOBOI 1HO3€MHOI MOBHM B YCHOMY Ta
MIMCEMHOMY MOBJICHHI, BMIHHS BUKOPHUCTOBYBAaTH 1HO3EMHY MOBY Yy CBOIH
npodeciiiHiid TIsTTbHOCTI.

[IpormoHoBaHuii MOCIOHMK Mae Ha METI O3HAHOMHUTH 3 OCHOBaMH
IHIIOMOBHOT'O JIUIOBOTO CHIIKYBaHHS, PO3UIMPUTH CIOBHUKOBHUHM 3amac 3a
PaxyHOK CHeliadbHOI JEKCUKH, BUPOOUTH KOMYHIKATHUBHI HABUYKHU J1JIOBOTO
MOBJICHHS Ta HABUYKH J1JI0BOTO JIMCTYBAaHHS, OpraHizailii AUIOBUX 3yCTpiueH Ta
MEepEeroBOpiB, OBOJIOJIHHS MOBHUM MarepiajioM, HEOOXiAHUM TIJ Yac
3MIMCHEHHS JUTOBUX TIOJI0OPOKEH.

[TociOHUK CKIIaga€eThCs 3 TEMATUYHUX PO3AUTIB, KOKEH 3 SKHX MICTUTH
1) Tekctn iHQOPMATUBHOTO XapakTepy, SIKi JOIMOMOXYTh OpPI€EHTYBAaTHUCS B
MEBHUX CUTYaIlIIX npodeciiHoi cepu, 2) TeKCUIHUN MaTepiaid 3 HaldacTIIe
B)KMBAaHUMHU MOBJICHHEBUMHU KOHCTPYKIIISIMA BIJMOBIMHOI TEMaTUKH, Ta 3)
CHCTEMY BIpaB JJIsl YCHIIIHOTO 3aCBOEHHSI Ta BJOCKOHAJICHHS! KOMYHIKaTUBHHIX
HaBUYOK MPO(ECIiTHOTO CIIKYBaHHS.
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TOPIC 1.
FUNDAMENTALS OF COMPUTER SCIENCE
Active vocabulary
engineering activities — KoHCTpyKTOpChKa poOoTa
theoretical activities — TeopeTnyHa IisJIbHICTh
design — po3poOka
hardware — amaparhe 3a0e3meucHHs
software — nporpamue 3a6e3neueHns (113)
€NcoMpassS — OXOIIIIOBAaTHU
performance studies — mociKeHHs eKCIUTyaTalliiHIX XapaKTePUCTUK
technigue — metox
queueing theory — Teopis yepr
estimation — oriaka
reliability — nagiiinicts
availability — excriyarariilina TOTOBHICTb, Mpale3/1aTHICTh
complicated — cknagamii
experimentation — excriepuMeHTyBaHHS, TPOBEIACHHS
EKCTIIEPUMEHTIB
incorporate — BkJtoYaTH (10 CBOTO CKJIAay)
development cycle — nuki po3poOku
overlap — mepekpuBaru
instruction — komanya
carry out — BUKOHYBaTH
software engineering — nporpaMoTexHika, iHKeHepis
po3poonenns 113
artificial intelligence — mryunuii inTenexT
date to — maryBartucs
numerical analysis — uncnoBuit anai3
digital computer — nudposuii komm’roTep
electrical engineering — enekTpoTexHika
primarily — niepemnycim
basics — ocHoBH
circuit — cxema (eJIeKTpUYHA, CICKTPOHHA)
input — 1) n BXixg; 2) n BBeJACHHS; 3) V BBOJUTH
output — 1) n Buxizx; 2) n BUBEACHHS; 3) V BUBOJIUTH
arbitrary — noBiapHUI



storage — 30epiranHs

represent — npeacraBiasTu

device — mpuctpiii

binary digit — asiiikoBa nudpa
transmission — mepenaua

notational system — cucrema nmo3Ha4eHb
yield — maBatu

calculus — uucnenns

interpretable symbol — iaTepripeToBHMI CUMBOIT
employ — 3acTocoByBaTH, BAKOPHUCTOBYBATH
gate — BEHTUJIb, JIOTIYHHUM €JIEMEHT

needed — HeoOXiMHUH, MOTPIOHMIA
extension — po3IMpeHHsl, JOMTOBHCHHS
milestone — Bixa

specification — Tyt aeranizaiis, yTOUHESHHS
infinite — HeckiHUCHHMI

proof — BunpoOyBaHHs

breakthrough — npopus

aCcCess — J0CTyI

execution — BHKOHaAHHS

critical — BaxknuBwHiA

approach — miaxiz



BASICS OF COMPUTER SCIENCE

The field of computer science includes engineering activities such as the
design of computers and of the hardware and software that make up computer
systems. It also encompasses theoretical, mathematical activities, such as the
design and analysis of algorithms, performance studies of systems and their
components by means of techniques like queueing theory, and the estimation of
the reliability and availability of systems by probabilistic techniques. Since
computer systems are often too large and complicated to allow a designer to
predict failure or success without testing, experimentation is incorporated into
the development cycle. Computer science is generally considered a discipline
separate from computer engineering, although the two disciplines overlap
extensively in the area of computer architecture, which is the design and study of
computer systems. The major subdisciplines of computer science have
traditionally been: 1) architecture (including all levels of hardware design, as well
as the integration of hardware and software components to form computer
systems); 2) software (the programs, or sets of instructions, that tell a computer
how to carry out tasks), here subdivided into software engineering, programming
languages, operating systems, information systems and data bases, artificial
intelligence, and computer graphics; 3) theory, which includes computational
methods and numerical analysis on the one hand and data structures and
algorithms on the other. Computer science as an independent discipline dates to
only about 1960, although the electronic digital computer that is the object of its
study was invented some two decades earlier. The roots of computer science lie
primarily in the related fields of electrical engineering and mathematics.
Electrical engineering provides the basics of circuit design — namely, the idea
that electrical impulses input to a circuit can be combined to produce arbitrary
outputs. The invention of the transistor and the miniaturization of circuits, along
with the invention of electronic, magnetic, and optical media for the storage of
information, resulted from advances in electrical engineering and physics.
Mathematics is the source of one of the key concepts in the development of the
computer — the idea that all information can be represented as sequences of zeros
and ones. In the binary number system numbers are represented by a sequence of
the binary digits 0 and 1 in the same way that numbers in the familiar decimal
system are represented using the digits 0 through 9. The relative ease with which
two states (e.g., high and low voltage) can be realized in electrical and electronic
devices led naturally to the binary digit, or bit, becoming the basic unit of data
storage and transmission in a computer system. Boolean algebra, a notational
system developed in the 19th century by an English mathematician George
Boole, supplied formalism for designing a circuit with binary input values of Os
and 1s (false or true, respectively, in the terminology of logic) to yield any desired



combination of Os and 1s as output. One of the primary requirements when
dealing with digital circuits is to find ways to make them as simple as possible.
This constantly requires that complex logical expressions be reduced to simpler
expressions that nevertheless produce the same result. Boolean algebra permits
an algebraic manipulation of logical statements that can demonstrate whether or
not a statement is true and show how a complicated statement can be rephrased
in a simpler, more convenient form without changing its meaning. George Boole
believed in what he called the ‘process of analysis’, that is, the process by which
combinations of interpretable symbols are obtained. It is the use of these symbols
according to well-determined methods of combination that he believed presented
‘true calculus’. Today, all our components employ Boole’s logic system — using
microchips that contain thousands of tiny electronic switches arranged into
logical gates that produce predictable and reliable conclusions. A gate is an
electronic circuit such that its output is fully determined by the state of its inputs.
Theoretical work on computability, which began in the 1930s, provided the
needed extension to the design of whole machines. A milestone was the 1936
specification of the conceptual Turing machine (a theoretical device that
manipulates an infinite string of Os and 1s) by the British mathematician Alan
Turing and his proof of the model’s computational power. Another breakthrough
was the concept of the stored-program computer, usually credited to the
Hungarian-American mathematician John von Neumann. This idea — that
instructions as well as data should be stored in the computer’s memory for fast
access and execution — was critical to the development of the modern computer.
Previous thinking was limited to the calculator approach, in which instructions
are entered one at a time.

Exercise 1. Find in text the English for:

30epiranHs iHpopMaillil; 6a3a JaHUX; OOUUCIIOBAIbLHI METO/IM; OJIMH 32 OJHUM;
MOBa MPOTrpaMyBaHHsl; criopiiHeH1 o0nacTi; uudpu Big 0 10 9; eneKTpoTexXHIKa;
npoiiec (IMKJI) po3pOOKH; KOMIT'IOTepHa Tpadika; NpUNHCYBATH I10-HEOYAb
KOMY-HEOyZb  (BBaXXaTu I10-HEOYJb YHUEIOCh 3aCIyror);  JTOCHIIKEHHS
eKCIUTyaTallliHUX XapaKTEPUCTUK CHUCTEM; TeOopis 4Yepr; BIAHOCHA MPOCTOTA;
OymeBa anreOpa; CTPYKTYypH [IaHHMX; 3a0e3lmeunTH (Gopmaizaiiio; yCIiXH B
PO3BUTKY EJEKTPOTEXHIKW; OOYMCIIOBAIIbHA TEXHIKA; MEpPeAOaYuTH BIIMOBY;
MarHiTHI Ta ONTHYHI HOCI{; 3HAYHOIO MIPOI0 NEPEKPHUBATHUCS, TaK caMmo, SK;
CXEMOTEXHIKa; ITYYHUU 1HTEJIEKT; 3 OAHOTO OOKY, ... 3 IHIIOTO OOKY; METOIU
Teopil KUMOBIPHOCTEH; YNCTIOBUH aHal13; MOPsA 13; OyTH (CTaTH) HACTIIKOM YOI 0O-
HeOyllb; JBIMKOBA cHCTeMa YMCICHHS; OMepalliiiHa CcucTteMa; cucrema
MO3HAYCHb; 1HXKEHEPist PO3p0OJICHHS TPOTPAMHOTO 3a0€3IEeUCHHS.



Exercise 2. Say whether the following sentences are true or false. Correct the
false ones.

1. The field of computer science includes engineering activities such as
performance studies of systems, numerical analysis and artificial intelligence. 2.
Since computer systems are often too large and complicated to allow a designer
to predict failure or success without testing, the estimation of their reliability is
incorporated into the development cycle. 3. Theoretical work on computability,
which began in the 1930s, provided the needed extension to the design of whole
machines. 4. The major subdisciplines of computer science have traditionally
been architecture, software, and computer security. 5. Architecture includes all
levels of hardware design, as well as the integration of hardware and software
components to form computer systems. 6. Software includes algorithms that tell
a computer how to carry out tasks. 7. Theory includes computational methods
and numerical analysis on the one hand and data structures and algorithms on the
other. 8. Computer science as an independent discipline dates to only about 1950,
although the electronic digital computer that is the object of its study was
invented some two decades later. 9. Mathematics is the source of one of the key
concepts in the development of the computer — the idea that all information can
be represented as sequences of zeros and ones. 10. John von Neumann’s idea was
that instructions as well as data should be entered into the computer one at a time.

Exercise 3. Answer the questions.

1. What does the field of computer science include? 2. Why is experimentation
incorporated into the computer system development cycle? 3. What can you say
about the interconnection of computer science and computer engineering? Is
computer science a distinct field of 17 knowledge? 4. Could you outline the major
subdisciplines of computer science? 5. What fields of knowledge do the roots of
computer science lie in? 6. What did advances in electrical engineering and
physics result in? 7. Why was the binary number system chosen for representing
data in the digital computer? 8. What is Boolean algebra? What was it designed
for? 9. What does Boolean algebra permit by algebraic manipulations of logical
statements? 10. How is Boole’s logic system employed in the computer
engineering of today? What is a gate? 11. What was the merit of Alan Turing?
And that of John von Neumann? 12. What is the importance of Neumann’s idea?

Exercise 4. Complete the sentences translating their Ukrainian parts into
English.

1. The field of computer science also encompasses theoretical activities, such as
(po3pobka Ta  aHami3  ANTOPUTMIB,  JIOCTIJDKEHHS  €KCIUTyaTalliiHuX
XapaKTEPHUCTUK CUCTEM Ta IXHIX KOMIIOHEHTIB 3a JOIIOMOT0I0 METO/IIB, TAKUX SIK
Teopis gepr). 2. Computer science is generally considered a discipline separate
from computer engineering, (xoua Imi ABI JWCHMIUIIHK 3HAYHOIO MIipOIO
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NEPEKPUBAIOTHCSA B Tally31 KOMIT IOTEPHOI apXITEKTYpH, KOO € po3poOKa Ta
AOoCTiKeHHss KoM’ roTepHux cucteM). 3. (EnekTpoTexHika craja JKEpeaoM
OCHOB CXEMOTEXHikH, a came), the idea that electrical impulses input to a circuit
can be combined to produce arbitrary outputs. 4. The invention of the transistor
and the miniaturization of circuits, (mopsa i3 BUHAHACHHSIM EJICKTPOHHUX,
MarHiTHUX Ta ONTUYHUX HOCIIB 1Jig 30epiraHHs iHGoOpMallii CTalyd HACIIIKOM
JOCATHEHb B €JIEKTpOoTeXHimi Ta (isuii). 5. (BigHOCHa mpocToTa, 3 AKOI JBa
CTaHU — HANpPUKJIAJ, BUCOKUW Ta HU3BKUI pIBHI HANpyrd — MOXHA
peali3yBaTH B eJIeKTpOHHMX IpHcTposix), led naturally to the binary digit, or bit.
6. (Jloxopmx Bynb BipuB y Te, 110 BiH Ha3UBaB «IIPOLIECOM aHami3y», To0To) the
process by which combinations of interpretable symbols are obtained. 7. (Came
BUKOpHCTaHHS IMX cuMBojiB) according to well-determined methods of
combination (BiH BBakaB «CHpaBXHIM 4yHCIeHHAMY»). 8. A milestone was the
1936 specification of the conceptual Turing machine (TeopeTnyHOr0 MPUCTPOIO,
SIKHIA OTIEPY€ HECKIHYCHHOO TIOCITIIOBHICTIO HYJIIB Ta OJIUHUIIB).

Exercise 5. Translate into English.

1. [Tone aiAIbHOCTI KOMIT FOTEPHUX HAYK TAKOXK OXOIUTIOE OIIIHKY HaA1MHOCTI Ta
Mpane3laTHOCTI CUCTeM MeToJaMu Teopii HMoBipHocTed. 2. Kopeni
OOYHCITIOBAIbHOI TEXHIKA JIeKaTh TMEPEBAXHO Y CIHOPIIHEHUX Tay3suax
CJICKTPOTEXHIKM Ta MaTeMaTuku. 3. Y ABIMKOBIM CHUCTEM1 YHWCICHHS 4YuUCIa
MpeACTaBiIeH] MOCAIIOBHICTIO JBiiikoBUX 1udp 0 Tta 1 Tak camo, sk yucna y
3HaMOMIN JECATKOBIM cuctemi mpejactasieHi nudpamu Bix 0 1o 9. 4. bynesa
anreOpa 3abesmeumsia (Gopmamiszamito s PO3pOOKH CXeM 13 JIBIHKOBUMH
BXIJIHUMHU BeIMUYWHAMU. 5. JIOTIYHUN €IeMEeHT — 11 eJIeKTPOHHA CXeMa, Taka,
110 11 BUX1]] TOBHICTIO BU3HAYAETHCS CTAaHOM 1i BXxoAiB. 6. Ille omanm nmpopuBom
CTaJla KOHIICTI[iSI KOMIT I0Tepa 3 MPOTpaMoro, M0 30epiracThCs y Mam §Ti,
aBTOPOM SIKOi BBa)KAIOTh YTrOPCHKO-aMEPHKAHCHKOTO MaremaTuka J[>koHa ¢oH
Heiimana. 7. byneBa anrebpa poOuTh MOXKJIMBUMH ajreOpaiudi omeparlii Haj
JIOTIYHUMH TBEPKEHHSIMH, K1 TTOKa3yIOTh, UM € TBEPKEHHS ICTHHHHUM, YU HI.
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TOPIC 2.

SEQUENCE OF TENSES
Direct speech Indirect speech
I. Present Tenses
Present Simple > Past Simple
Present Progressive »  Past Progressive
Present Perfect > Past Perfect

Present Perfect Progressive s  Past Perfect Progressive

II. Past Tenses
Past Simple > Past Perfect
Past Progressive » Past Perfect Progressive
Past Perfect > Past Perfect
I Future Simple
Future Simple > Future-in-the-Past
Future Perfect »  Future-in-the-Past Perfect

Exercise 1. Use the proper tense form of the verbs in brackets.

1. The students (go) to the party yesterday. 2. We (look) at the calculating device
made in the XVII century. 3. They (change) their 39 teachers every year. 4. They
(interrupt) our talk. 5. My friend (work) at this project three months ago. 6. Our
lecturer (be) at the lecture at 8 o’clock. 7. She (stay) at home tomorrow. 8. I (ask)
him about it before he (go). 9. I (wait) for my friend when the phone (ring). 10.
I’'ll come at 3 o’clock. — Good. | (wait) for you. 11. If | receive any message
from him | (let) you know. 12. He (know) me for over 10 years. 13. We lived
here when | (be) five. 14. | just (tell) you the answer. 15. My friends (go) away
five minutes ago.

Exercise 2. Choose the right form of the verb in brackets. Mind the sequence
of tenses.

1. 1said, “I ... you, and ... probably persuade you to come” (know/knows/knew;
can/could/will be able to). 2. The dean asked them several times what ...
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(happens/happen/is happening/has happened/had happened). 3. | asked her what
her name ... and she said “Try to guess!” (am/is/are/was/were). 4. My friend
dragged me here. He said it ... good for us to get these lectures (is/are/was/were).
5. He 40 asked her if she ... to be in London for long (is going/was going/were
going). 6. I didn’t know you ... here (is/was/are/were). 7. Our boss expected that
his subordinate ... the first opportunity to apologize for his rudeness
(take/takes/will take/would take). 8. They ... yesterday that the IT company ...
all accounts promptly (are informed/have informed/ were informed; paid/ have
paid/ has paid). 9. He asked me where I ... (study/ studied/ was studying). 10.
We ... that many system administrators and programmers ... for new inventions,
designs and production processes (find out/ found out/ have found out; have been
awarded/ were awarded/ had been awarded).

Exercise 3. Change the sentences into indirect speech.

1. The professor told his student, “You’ve written an excellent program”. 2. The
salesman said to us, “This is the best version of a general-purpose computer”. 3.
My friend told me, “We have plenty of time to do our work™. 4. The lecturer said
to me, “You will make a report on computer science”. 5. “Did they understand
what you said to them?” he asked. 6. My friend said to me, “Collect all the needed
devices for our laboratory work™. 7. “We have a computer but very often it
doesn’t work”, they said. 8. The teacher came to the class-room and asked the
students, “What are you doing?”” 9. The professor told me, “Be ready to take part
in the conference”. 10. I asked my group-mate, “Are you going to repair you
computer on Saturday or on Sunday?”

Exercise 4. Fill in the blanks with an appropriate tense form.

1. She noticed she .........cccceevvenen, already late.

-IS - was - had been

2.Shesaid that it ...........c.cccvevnennn her an hour to finish the report.
-takes -took -has taken

3. She asked himifhe .........ccocoeeiiinn her name.

-knows -knew -had known

4. What did you do with the money you ..........ccccoccvviveinnnne from me?
-borrowed -have borrowed -borrow

5. When | opened the door, the cat ...........ccccccvvvvviennn, out.

-jJump -jumped -had jumped
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6. When | was ten | already ..........cc.cccvevneene | wanted to be a scientist.
-know -knew -had known

7. 1wenttoseeifshe .....cooecviiiiiiiiinnn, up yet.

-woke -has woken -had woken

Bl e, 80 kilos three months ago.

-was weighing -have weighed -weighed

T that | would get the promotion but it is beginning to look
difficult now.

- hoped -have hoped -had hoped

10. When | arrived at the party, they .........cccevvveiiennnn, home.
-already went -have already gone -had already gone

11. I was hot because | .........cccceevevvevivieennnnn, in the sun for a long time.
-was walking -walked -had been walking

Exercise 5. Rewrite the sentences in the past tense, paying attention to the
Sequence of Tenses.

1. My uncle says he has just come back from the Brighton. 2. He says he has
spent a fortnight in the Brighton. 3. He says it did him a lot of good. 4. He says
he feels better now. 5. He says his wife and he spent most of their time on the
beach. 6. He says they did a lot of sightseeing. 7. He says he has a good camera.
8. He says he took many photographs while travelling in the Brighton. 9. He says
he will come to see us next Sunday. 10. He says he will bring and show us the
photographs he took during his stay in the Brighton.

Exercise 6. Fill in the blanks using appropriate verb forms. Observe the
rule of the sequence of tenses.

1.1 found thatmy son ........................ awake.

2. The pickpocket confessed thathe .............................. (pick) my
pocket.

3.Hewassotiredthathe ............................. scarcely stand.

4. HesaidthatT ..................ooooiiianll, a lazy good-for-nothing boy.

5. No one could explain how the prisoner .....................coeenin. (escape)

from the prison.
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6. Euclid proved that the three angles of a triangle ..............................
equal to two right angles.

7. Italy went to war that she ............................. (extend) her empire.
8. The passage is so difficult that I ........................... not comprehend it.
9. The boy was so indolent thathe ............................. not pass.

10. In my perplexity | requested my guide to tell me what |

14



TOPIC 3.
COMPUTER HARDWARE
Active vocabulary
addition — goaBaHHA
subtraction — BimHiIMaHHA
multiplication — mMHOXeHHS
division — minieHHs

operate on smth — BukoHyBaTH orepailiro / oneparii HaJl YuM-HeOYIb

Series — ImocCIIiIOBHICTD, PSII
consecutive — mocaifoBHUN
arrangement — posTaiiryBaHHsl, OpraHi3ais

SBCS (Single-Byte Character Set) — nHa6ip oqHOOAHTOBHX CUMBOJTIB
DBCS (Double-Byte Character Set) — Ha6ip 1B0OAIITOBUX CHMBOJIIB

ASCII (American Standard Code for Information Interchange) —
AMEpUKaHCHKUI CTaHIapTHUM KO JJI1si OOMiHY 1H(hOpMaIIi€r0
Unicode — cranmapT Ko yBaHHS CUMBOJIIB yCiX HaI[lOHATBHUX MOB
specify — Tyt Bka3yBatu

magnitude — 3HaveHHs

redundant bit — wagmuIIKOBUI pO3psiT

reservation — OpOHIOBaHHSI, TOTIEPETHE 3aMOBJICHHSI

desktop publishing — xomn’roTepHa BepcTKa (IpyKOBaHUX BUIAHb )
control unit — nmpuctpiii kepyBaHHs

arithmetic-logic unit — apudmeTrKo-I0riYHAN IPUCTPIi
memory unit — mpucTpii mam’sTi

input/output units — npucTpoOi BBEACHHS-BUBEICHHS
communications network — mepesxa 3B’s3Ky

random-access memory — nam’sth i3 JJOBUIBHUM JIOCTYIIOM
(omepaTuBHMII 3amam’ ITOBYBAJIbHUIN MPUCTPIiL)

fetch — Bubuparu (iHpopmariiro 3 mam’sri)

effect — Tyt 3a0e3neuyBaTi BUKOHAHHS

feed (into) — nonaBatu, BBoAWTH (iHPOPMAIIiFO, CUTHAI)

drive — 1) npuBiz; 2) HaKomM4YyBay

disk drive — 1) nuckoBo; 2) TUCKOBHI HaKOITUYyBaY

removable — 3uimMHui

read-only memory — maM’ATh JIMIIEe IS YMTAHHS
3anam’ITOBYBaJIbHUU MPUCTPIil)

15

(mocTiHMiA



cache — kem-iam’SITh

highly — ny»xe; nHan3suuaitno
accomplish — mocsratu
oscillator — reneparop

clock rate — rakroBa yactora
cycle per second — repn

DIGITAL COMPUTERS

Data representation in a digital computer. The digital computer is one of
the types of electronic computers. It is called so as it is designed to process data
in numerical (digitized) form; its circuits perform directly the mathematical
operations of addition, subtraction, multiplication, and division. The numbers
operated on by a digital computer are expressed in the binary system; binary
digits, or bits, are 0 and 1, so that 0, 1, 10, 11, 100, 101, etc., correspond to 0, 1,
2,3, 4,5, etc. Binary digits are easily expressed in the computer circuitry by the
presence (1) or absence (0) of a current or voltage. A series of eight consecutive
bits is called a “byte”; the eight-bit byte permits 256 different “on-off”
combinations. Each byte can thus represent one of up to 256 alphanumeric
characters, and such an arrangement is called a “single-byte character set”
(SBCS); the de facto standard for this representation is the extended ASCII
character set. Some languages, such as Japanese, Chinese, and Korean, require
more than 256 unique symbols. The use of two bytes, or 16 bits, for each symbol,
however, permits the representation of up to 65,536 characters or ideographs.
Such an arrangement is called a “double-byte character set” (DBCS). Unicode is
the international standard for such a character set. One or more bytes, depending
on the computer’s architecture, is sometimes called a digital word. It may specify
not only the magnitude of the number in question, but also its sign (positive or
negative), and may also contain redundant bits that allow automatic detection,
and in some cases correction, of certain errors. A digital computer can store the
results of its calculations for later use, can compare results with other data, and
on the basis of such comparisons can change the series of operations it performs.
Digital computers are used for reservations systems, scientific investigation, 174
data-processing and word-processing applications, desktop publishing, electronic
games, and many other purposes. The main components of a digital computer. A
digital computer typically consists of a control unit, an arithmetic-logic unit, a
memory unit, input/output units, and a communications network. The arithmetic-
logic unit (ALU) performs simple addition, subtraction, multiplication, division,
and logic operations — such as OR and AND. The main computer memory,
usually high-speed random-access memory (RAM), stores instructions and data.
The control unit fetches data and instructions from memory and effects the
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operations of the ALU. The control unit and ALU usually are referred to as a
processor, or central processing unit (CPU). The operational speed of the CPU
primarily determines the speed of the computer as a whole. The basic operation
of the CPU is analogous to a computation carried out by a person using an
arithmetic calculator. The control unit corresponds to the human brain and the
memory to a notebook that stores the program, initial data, and intermediate and
final computational results. In the case of an electronic computer, the CPU and
fast memories are realized with transistor circuits. I/O units, or devices, are
commonly referred to as computer peripherals and consist of input units (such as
keyboards and optical scanners) for feeding instructions and data into the
computer and output units (such as printers and monitors) for displaying results.
In addition to RAM, a computer usually contains some slower, but larger and
permanent, secondary memory storage. Almost all computers contain a magnetic
storage device known as a hard disk, as well as a disk drive to read from or write
to removable magnetic media known as floppy disks. Various optical and
magnetic-optical hybrid removable storage media are also quite common, such
as CD-ROMs (compact disk read-only memory) and DVD-ROMs (digital video
[or versatile] disk read-only memory). Computers also often contain a cache —
a small, extremely fast (compared to RAM) memory unit that can be used to store
information that will be urgently or frequently needed. Current research includes
cache design and algorithms that can predict what data is likely to be needed next
and preload it into the cache for improved performance. Processing of Data. The
operations of a digital computer are carried out by logic circuits, which are digital
circuits whose single output 175 is determined by the conditions of the inputs,
usually two or more. The various circuits processing data in the computer’s
interior must operate in a highly synchronized manner; this is accomplished by
controlling them with a very stable oscillator, which acts as the computer’s
“clock™. Typical computer clock rates range from several million cycles per
second to several hundred million, with some of the fastest computers having
clock rates of about a billion cycles per second. Operating at these speeds, digital
computer circuits are capable of performing thousands to trillions of arithmetic
or logic operations per second, thus permitting the rapid solution of problems that
would be impossible for a human to solve by hand. In addition to the arithmetic
and logic circuitry and a small number of registers (storage locations that can be
accessed faster than main storage and are used to hold the intermediate results of
calculations), the heart of the computer — called the central processing unit, or
CPU — contains the circuitry that decodes the set of instructions, or program,
and causes it to be executed.

Exercise 1. Find in the text the English for:
apu(METUKO-TIOTIYHUN  OpUCTpidi; 1udpoBE CIOBO; Mepexa 3B A3KY
(KkOMyHIKalllitHa Mepexa); o0OpoOKa TEeKCTy; U(PPOOYKBEHHI CUMBOJIM; CXEMU
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KOMIT'IOTepa; MPUCTPIA KEpyBaHHS; OINEpPaTUBHUM  3amamM’SATOBYBAJIbHUIA
IPUCTPIN; NBIMKOBA CHCTEMA; HAJIMIIKOBUM PO3PSI; IEHTPAILHUM MPOIIECOD;
KOMIT FOTepHAa BEpPCTKa; IMOYATKOBI JaHl; HAYKOBE JOCIHIDKCHHS; MPOMIXKHI
(ocTaTouHil) pe3yabTaTH O0YUCIICHB; PO3B’A3yBaTH 3ajauyy BPYUYHY; YHCIIO, PO
K€ WJIEThCS; pealli30BaHU HA TPAH3UCTOPHUX CXeMax; nepudepiiiHi npucTpoi,
B ouudpoBaHiii ¢opmi; cHUcCTEMA MONEPEIHBOTO 3aMOBJIEHHS; MNPUCTPOI
BBCJICHHS BUBEJCHHS; BBOJUTH KOMAaHAM B KOMIT FOTEP; BUKOHYBATH (PYHKIIIIO
40oro-HeOy/1b; BiJoOpakaTH pe3yIbTaTH; IPAIIOBAaTH CHHXPOHI30BaHO; TAKTOBUH
reHepaTop KOMIT' FOTepa; MOCTIMHUM 3amam’ITOBYBAJIbHUIN TMPUCTPI; KOMIpKa
mmaMm’ sITi.

Exercise 2. Complete the sentences translating their Ukrainian parts into
English.

1. The digital computer is called so as it (mpusHaueHuii mIs 0OPOOJICHHS
iHpopmarii B mudposiit popmi). 2. (B cxemax xomm’rorepa IBIHKOBI IUppH
JIETKO TpeacTaBisatoThes) by the presence or absence of a current or voltage. 3.
A digital word may specify not only the magnitude of the number in question,
but also its sign, and may also contain (HamIMIIKOBI pPO3psAAM, SIKi
YMOXIUBIKOIOTE ABTOMATHUYHCC BH3HAYCHHA, a B JCAKHX BHIIAJKAX 1
BUIIPABJICHHS, IICBHUX MOMWIOK). 4. The operational speed of the CPU (3naunoro
MIpOI0 BH3HAYa€ IIBHUIKO Jil0 KOMII'IOTepa B Iijaomy). 5. The control unit
corresponds to the human brain and the memory to a notebook that stores the
program, (moyaTKoBi JiaHi, pe3yJIbTaTH MPOMIKHHUX Ta OCTATOYHHUX OOYHUCIICHB).
6. In the case of an electronic computer, the CPU and fast memories (peanizoBani
Ha TpaH3UCTOpPHHUX cxemax). 7. Computer peripherals consist of input units (s
BBEJICHHS JaHMX 1 KoMaH[ B koM totep) and output units (as BimoOpakeHHs
pe3yabTariB). 8. (Pi3Hi ONTHYHI Ta MArHITOONTHYHI 3aco0M 30epiranus) are also
quite common, such as CD-ROMs and DVD-ROMs. 9. Digital computers are
capable of performing thousands to trillions of arithmetic and logic operations
per second, thus permitting (mBuake po3B’si3aHHs 3a/1ad4, K1 J0AUHA OyJuia Ou
He B3MO3i po3B’s3atu BpyuHy). 10. (KpiMm apudMeTHdHHX Ta JIOTIYHUX CXEM
IEHTPAILHUHN TIporieccop Mae cxemu, siki) decodes the set of instructions, or
program, and causes it to be executed.

Exercise 3. Say whether the following sentences are true or false. Correct the
false ones.

1. A series of eight consecutive bytes is called a bit. 2. The use of two bytes for
each symbol permits the representation of up to 256 characters. 3. One or more
bytes, depending on a computer’s performance, is called a digital word. 4. The
numbers operated on by a digital computer are expressed in the binary system. 5.
A digital computer typically consists of a control unit, an arithmetic-logic unit, a
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memory unit, input/output units, and a central processing unit. 6. The main
computer memory, usually high-speed read-only memory, stores instructions and
data. 7. The control unit and arithmetic-logic unit are usually referred to as a
processor, or central processing unit. 8. In the case of an electronic computer, the
CPU and fast memories are realized with magnetic cores. 9. In addition to RAM,
a computer usually contains some slower, but larger and permanent, secondary
memory storage. 10. Current research includes cache design and algorithms that
can predict what data is likely to be needed next and preload it into the read-only
memory for permanent storage.

Exercise 4. Translate the following sentences into English.

1. Cxemu nudpoBoro Komm’roTepa 0e3nocepeHb0 BUKOHYIOTh apu(PMETHUHI Ta
JoTiuHl omepairii. 2. Jlestki MOBM, Takl SIK KUTalCbKa, SMOHChKA, KOpEHChKa
noTpeOyroTh OUIbIN HIXK 256 nuine iM npuTtaMaHHuX cumBouiB. 3. Ludposi
KOMIT'IOTEpU BHUKOPUCTOBYIOTHCS B CHCTEMaxX IOMNEPEIHBOIO0 3aMOBJICHHS,
HAayKOBHUX JOCHIDKCHHSX, JUIsi OOpOOKM JaHMX Ta peaaryBaHHS TEKCTIB, IS
HACTITFHUX BUJIaBHUYHMX CHCTEM, B €JIEKTPOHHUX Irpax Ta iH. 4. ApudmeTuko-
JIOTIYHUWA TPUCTPIA BHUKOHYE TMPOCTI oOmeparii J0/JaBaHHS, BiJHIMaHHS,
MHOEHHS 1 IUIEHHS Ta JIOT14H1 omnepaitii, Taki K «ABO» ta «I». 5. Ilpuctpiit
KepyBaHHsS BHOMpae 3 mam’sTi JlaHi 1 KOMaHIu Ta 3a0e3rledye BUKOHAHHS
omnepalii apudMETUKO-JIOTYHOTO TMPUCTPOI0. 6. DYHKIIIOHYBAaHHS MpoIliecopa
aHAJIOTIYHE OOYMCJICHHSIM, IO 1X BHUKOHYE JIIOJMHA, SKa KOPHUCTYEThCS
apu(pMETUYHUM KaJdbKylassTopoM. 7. YUucna, HajJ SKUMU BHUKOHYE oOIeparii
nudpoBuii KOMI'IOTEp, MPEACTaBiIeHI B JABIMKOBIA cuctemi. 8. Ilpuctpoi
BBC/ICHHSI-BMBEICHHS 3a3BMYall HA3MBAIOTh MEepUPEPITHUMU TPUCTPOSIMH. 9.
Maiie BCi KOMIT'IOTEPHM MarlOTh MAar”HiTHUW TPUCTPi mam’sTi, BIIOMHUN 5K
KOPCTKUH MIMCK, a TAaKOX IUCKOBOJ [JIsl 3aMUCy Ta YUTaHHS 31 3HIMHOTO
MarHiTHOrO HOCis, Bijomoro sik rHyukui nuck. 10. Kem — 1e HeBenukuii,
HAJ[3BUYANHO IBUAKAN IPUCTPI IaM’SIT1, AKUN 3aCTOCOBY€ETHCS AJi 30€piraHHs
iH(dopmarlii, B kil yacto BUHUKae norpeda. 11. Pi3Hi cxemu, 1o o0po0astoTh
iHdopMaIlil0 BCEpeIMHI KOMIT'IOTE€pa, TMOBUHHI (QYHKIIIOHYBaTH JIyKe
CHHXpPOHI30BaHO. 12. TakTOBa 4YacTOTa KOMIT FOT€pa KOJIMBAETHCS BIJT IEKIJIBKOX
MTI'n no nexuibkox coteH MI'm, a HaWIIBUIIII KOMI IOTEPU MalOTh TaKTOBY
yactoTty 0au3pko 1 000 MI'm.

Exercise 5. Answer the questions.

1. What accounts for the term digital computer? 2. How are binary digits
expressed in the computer circuitry? 3. What is a byte? What does it permit? 4.
What does the use of two bytes allow? 5. What is a digital word? What kinds of
information may it contain? 6. What sorts of systems are digital computers used
for? 7. What are the main components of a digital computer? What functions do
they perform? 8. What is a processor? What is its basic operation analogous to?
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9. What is referred to as computer peripherals? 10. What storage devices does a
computer contain in addition to RAM? Dwell on them. 11. By what kind of
circuits are digital computer operations carried out? 12. What is the function of a
computer’s clock? 13. How wide is the range of computer clock rates? What do
these speeds permit? 14. What kind of circuitry, apart from the arithmetic and
logic ones, does the CPU contain?
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TOPIC 4.
PASSIVE VOICE

TENSE ACTIVE PASSIVE
Present Simple | make a cake A cake is made
Present Contin.  I'm making a cake A cake is being made.
Past Simple | made a cake. A cake was made.
Past Continuous | was making a cake. A cake was being made.
Present Perfect | have made a cake A cake has been made.
Past Perfect | had made a cake. A cake had been made.
Future Simple | will make a cake. A cake will be made.
Future be goingto  I'm going to make a cake. A cake is going to be made.
Modal | must make a cake. A cake must be made.
Modal Perfect | should have made a A cake should have been

cake. made.

Exercise 1. Write the number of Past Simple Passive examples

1.was interviewed by 2.was found 3.was stolen 4.was arrested with 5.were
started by 6.were interviewed with 7.were found 8.were stolen 9.was arrested
by 10.were started with

The famous Emperor Diamonds were exhibited by their owner, Lady Rocks, last
January at the Russe Gallery in Paris, but on 13" January they ... during the night.
Investigations ... the Paris police. And even the owner of the diamonds ...
detectives. To everyone’s surprise the jewels ... in her bag. Lady Rocks ... the
police and taken to the court for trial.

Exercise 2.Circle the Past Simple Passive
1. Irish coffee ... with whiskey. (a) is made (b) is maked
2. 1 ... with an umbrella. (a) am hit (b) am hitted
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3. I... an old lady. (a) am hit by (b) am hitted with
4. Taxes ... to be reduced soon. (a) are expected (b) is expected
5. The president ... to be seriously ill. (a) is reported (b) is report

Excercise 3. Circle the Past Simple Passive .

1. The garage ... a new kind of a paint. (a) was painted by (b) was painted with
2. The garage ... a friend of mine. (a) was painted by (b) was painted with

3. The room ... smoke. (a) was filled by (b) was filled with

Exercise 4. Change the sentences into the Passive Voice.

1. Modern computers can solve a great variety of tasks. 2. The specialists
introduced computer graphics in the 1959s. 3. Mainframes control businesses and
industrial facilities. 4. Supercomputers process complex and time-consuming
calculations, such as those used to create weather predictions. 5. Electronic
devices are doing simple but humanlike thinking. 6. Computers use a form of
digital information called binary information. 7. Analog computers perform
mathematical operations on continuous electric values. 8. Analog refers to
numerical values that have a continuous range. 9. The demand for better
computational techniques caused a resurgence of interest in numerical methods
and their analysis. 10. A computer can take in information, perform different
operations and provide answers. 11. Electronic devices have revolutionized our
life. 12. We may consider a hybrid computer as a combination of digital and
analog ones. 13. We use communication devices to send information to or from
external storage. 14. Today computers have profoundly changed the way in
which people do many kinds of work. 15. The input devices receive signals from
the control unit.

Exercise 5. Rewrite the sentences in the passive voice.
1. The mechanic cannot repair mother's car because they have not delivered the
Spare parts.

2. Farmers have grown wheat in this part of the country for decades.

3. All the newspapers are reporting the scandal.
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4. How did you make this delicious meal?

5. The police didn't find the missing girl, so they issued a statement.

6. You should keep white wine at about 8°C.

7. Shop security will report all shoplifters to the police.

8. The doctors told Judy that she has six months to live.

9. Pupils must not step on the freshly cut lawn.

__10.People speak English all over the world.

Exercise 6. Form the question.
a. Paper is made from wood. Is paper made from wood ?
b. The telephone was invented by Mr Bell.

?

c. This picture was painted by Peter.

2

d. The thieves will be arrested by the police.
?

e. Champagne is made in France.

f. The letters will be sent next week.

g. The animals are fed three times a day.
?

h. This article was written by Stanley.

I. CDs are made of plastic.

J. The party was organised by
Paul. ?
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TOPIC 5.

COMPUTERS AND THEIR TYPES
Active vocabulary
originally — criouatky
0rigin — MoXoKEHHS
count — iuuTH
extensively — mupoko
various — pi3HOMaHITHHIA
human activities — maroacpka JisUIbHICTH
diverse — pi3Hui, pi3HOMaHITHHIA
accountant — oyxranrep
researcher — mociHUK
investigation — mociiKeHHS
store — 30epiratu
volume — oGcsr
computer-aided, computer-assisted — aBToMaTH30BaHHI
computer-aided design — aBromaTn30BaHe MPOCKTYBaHHS
industrial process control — kepyBaHHS TEXHOJIOTTYHHM MPOIIECOM
lastly — 3pemrToro
captivating — 3aX oI
retrieve — 3aiiicHroBaTH momyk (iHdopmarrii)
process — o0Opo0bmsaTu
processing — o0poOka
word processing — o0poOka TEKCTIB
device — npucTpiit
operation — 1) po6ota, pyHKIIOHYBaHHS (TEXHIYHOTONPUCTPOIO); 2) ONeparlis
speciallyarranged — criemiaibHO, B 0COOJIMBHIA CIOCIO OpraHi3oBaHUM
machinery — 1) ycraTkyBaHHs; 2) KOpITyC
special-purposecomputer — KoMIT 10Tep CIeiaJIbHOTO IPU3HAYCHHS
generalpurposecomputer — koM’ roTep 3araJbHOr0 MPU3HAYCHHS
embed — BMOHTOBYBaTH
appliance — npuctpiii
wristwatch — napyuynuii roguHHUK
preprogram — 3anporpaMoBYBaTH Harepe/l
tune — HactporoBartu
personaldigitalassistant (PDA) — enexTpoHHMI cekpeTap
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notepad — OOKHOT

schedulingsystem — muanyBaJIbHHK

cellularphone — crinpaEKOBHIT TeneHOH

computernetwork — xomi’roTepHa Mepeska

regardlessof — He3Bakaroun Ha, HE3AJIEIKHO Bijl, MOIPH
laptopcomputer — mopTaTUBHHIA KOMIT I0TEP

versatile — yHiBepcanbHui

enable — gaBaTy MOKJIMBICTE, JO3BOJISTH

trackfinances — Bectu o0k ¢iHaHCIB

keyboard — knaBiaTypa

trackball — Tpexbou (kynbkoBUI MaHIMYISITOD)

pointingdevice — mpucTpiii yrpaBiiHHS KypcOpOM

(«MuIIIaY», CBITJIIOBE MEPO, TKOUCTHUK)

videodisplaymonitor — BigeoMoHiTOp

liquidcrystaldisplay (LCD) — pinkokpHCcTaIiqHHIA TUCIUICH
manipulating capabilities — moxxuBocTi 00poOKH (iH(OpPMAaIIii)
handle — onepyBaTtu, MaHiny/Ir0BaTH

records — mokyMeHTalis

accounting records — Oyxrajrepcbka JOKyMEHTALis

inventory records — iHBeHTapHa JOKYMEHTAIIIsI

workstation — aBTomaTuzoBatne pobcoue micie (APM)

exchange — oOMiHOBaTHCS

mainframe computer — wmeliHdpeiiM, KOMIT'IOTEp BEIMKOI IMOTYXKHOCTI (SIK
MPaBUJIO0,BUKOPUCTOBYETHCS B PEKUMIPO3MOALTYYACY,
JUITHAYKOBHXPO3PaxyHKIB, JISAKEPYBaHHSIPO3MO1ICHOOCHCTEMOIO)
speed — mBUAKOMIIsS

attain — gocsiratu

MODERN COMPUTERS

Originally computers were meant to perform mathematical calculations.
This accounts for the origin of the word itself coming from the Latin word
computo which means to count. The development of electronic computation,
however, has resulted in the fact that modern computers are used extensively in
various fields of human activities, not for calculations only; and these fields are
becoming more and more diverse. Now you can hardly imagine an accountant’s
desk without a computer, to say nothing of a research laboratory. Modern
computers can solve a great variety of tasks: to perform mathematical
calculations, to help researchers in their investigations, to help doctors in making
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diagnoses, to store large volumes of information, etc. And who has not heard
about computer-aided design, or computer-assisted industrial process control and
fault diagnosis, or computer-based learning, or, lastly, computer games which are
extremely captivating not for children only but for adults as well? Thus, at its
simplest, the computer can be defined as a programmable electronic device that
can store, retrieve and process information (data). The word programmable here
means that computer’s operation is based on a program — a specially arranged
list of instructions. Every computer incorporates hardware and software. The
former includes machinery and devices, the latter — all computer systems and
programs. According to the purpose the following classification of computers
may be suggested. Special-purpose, or dedicated, computers. They are designed
to perform special tasks; their operations are limited to the programs built into
their microchips. The smallest are embedded within the circuitry of appliances,
such as TV-sets and wristwatches. These computers are preprogrammed for a
specific task, such as tuning to a particular television frequency or keeping
accurate time. Among special-purpose 67 computers there are also so called
personal digital assistants (PDAS). These computers can be held in one hand and
are used as notepads, scheduling systems, and address books; if equipped with a
cellular phone, they can connect to worldwide computer networks to exchange
information regardless of location. General-purpose computers, such as personal
computers (PC) and laptop computers. They are much more versatile because
they can accept new sets of instructions. Each new set of instructions (program)
enables the same computer to perform a different type of operation. Laptop
computers and PCs are typically used in businesses and at home for word
processing, to track finances, to play games, and to communicate on computer
networks. They have large amounts of internal memory to store hundreds of
programs and documents. They are equipped with a keyboard, a mouse, a
trackball or other pointing devices and a video display monitor or liquid crystal
display (LCD) to display information. Laptop computers usually have similar
hardware and software as PCs, but they are more compact and have flat,
lightweight LCDs instead of video display monitors. Minicomputers are fast
computers that have greater manipulating capabilities than personal computers
and can be used simultaneously by many people. These machines are primarily
used by larger businesses to handle extensive accounting and inventory records.
Workstations are similar to personal computers but have greater memory and
more extensive mathematical abilities, and they are connected to other
workstations or PCs to exchange data. They are typically found in scientific,
industrial, and business environments that require high levels of computational
abilities. Mainframe computers have more memory, speed, and capabilities than
workstations and are usually shared by multiple users through a series of
interconnected computers. They are large, extremely fast, multi-user computers
that often contain complex arrays of processors, each designed to perform a
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specific function. Mainframes control businesses and industrial facilities and are
used for scientific research. The most powerful mainframe computers also called
supercomputers are the fastest class of computers. Their speed and power are
almost beyond human comprehension. Supercomputers process complex and
time-consuming calculations, such as those used to create weather predictions.
They attain these speeds through the use of several ad- 68 vanced engineering
techniques. Because these computers can cost millions of dollars, they are used
mostly by government, large businesses, scientific institutions and the military.

Exercise 1. Find in text the English for:

BukoHyBaTu 0O4YMCIICHHSA, MOCTITHUIIBKA jJgaboparopis, HaWpi3HOMaHITHIIII
3aBJIaHHS, BCTAaHOBUTH J1arHo3, A1arHOCTHUKA HECIPABHOCTEN, aBTOMATU30BaHe
MIPOEKTYBaHHSA, MPOrPaMOBaHUI MPUCTPiH, 3A1MCHIOBATH 00MIH 1H(pOpPMAII€TO,
BHYTPILIHS [1aM’ATb, IIUPOK]I MOKJIMBOCTI, OJTHOYACHO, HAYKOB1 JTOCIIII>KEHHS, 32
MEXaMU JIFOJICbKO1 YSBH, IPOrHO3 OTOAH, EPEIOBI TEXHOJIOTII.

Exercise 2.Answer the questions.

1. What was the original purpose of computers? 2. What has the development of
electronic computation resulted in? 3. What kind of tasks can modern computers
solve? 4. How can the computer be defined? 5. What does the word
programmable mean? 6. What are dedicated computers designed for? 7. How are
personal digital assistants usually used? 8. Why are general-purpose computers
versatile? 9. Where are laptop computers and personal computers typically used?
10. What are the advantages of computers? 11.Where are workstations typically
found? 12. What is the fastest class of computers? 13. Owing to what do
supercomputers attain their high speeds? 14. What accounts for the limited
applications of supercomputers? 15. Why do we say that computers made our life
easier?

Exercise 3. Say whether the following statements are true or false. Correct
the false ones.

1. One can hardly imagine a computer that helps doctors in making a diagnosis.
2. Personal digital assistants are equipped with a cellular phone to connect them
to worldwide computer networks. 3. Only one type of computers can accept new
sets of instructions. 4. Laptop computers are as compact as PCs, but have
different hardware and software. 5. Workstations are typically found in schools
and universities. 6. Minicomputers are usually used by large businesses. 7.
Mainframes often contain complex arrays of processors and cannot be used by
many people. 8. Only government and the military use supercomputers.
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Exercise 4. Complete the sentences translating their Ukrainian parts into
English.

1. (HaBpsin um mMoxHa ysBHTH) an accountant’s desk without a computer, (He
KaXydd BiKe MpO AOCHIIHMIBKY Jabopatopito. 2. Every computer (o6’ennye
amapatHe Ta TIporpamHe 3abOe3medeHHs). 3. Special-purpose computers
(mpw3HaueHi 1S BHKOHAHHS KOHKpeTHMX 3azmad). 4. The program is
(opranizoBaHuii B 0cOOIMBHI crioci0 crimcok koman). 5. Personal computers are
typically found in businesses and at home (mist penaryBaHHsI TEKCTIiB, BEJICHHS
(inaHcOBOro 00Ky, irop Ta CHUIKYBaHHS B KOMII IOTCPHHX Mepexkax). ©.
Laptop computers have large amounts of (BHyTpilHbOI maM’sATi )11 30epiraHHs
coTeHb Iporpam i mokymenTiB). 7. Minicomputers have greater (MoiaHBOCTI
pobotu 3 iHdopmaliero, HXK HepcoHanbHI koM totepu). 8. Workstations are
connected to other workstations or personal computers (mis oOMiHy
iHpopmariiero). 9. Mainframes control businesses and industrial facilities and are
used (mns HaykoBHMX gociimkenb). 10. Supercomputers process complex and
time-consuming operations, (rtaki, ski BHKOPHCTOBYIOTHCS MJII CTBOPCHHS
IIPOTHO31B MTOTO/IH).

Exercise 5. Translate into English.

1. Bim camoro mo4yaTKy KOMIT'IOTEpU TPU3HAYAIUCA IS BUKOHAHHS
MareMaTuyHux ooOuucienb. 2. Komm’roTrepHi irpy €  HaaA3BUYAHHO
3aXOIUTIOIOUYMMM HE JuIe aid JiTed, a ¥ ana jgopociaux. 3. AnaparHe
3a0e3Me4YeHHs] BKJIIOYAaE B ceO€ YCTaTKyBaHHA Ta NPUCTPOi, a MPOrpamHe
3a0e3meyeHHsT — BCl KOMIT'IOTEpHI cucteMu Ta mporpamu. 4. DOyHkmii
KOMIT FOTEPIB  CHEIIaJbHOTO MPU3HAYECHHS OOMEXYIOThCS MpOorpamamu,
BMOHTOBAaHMMH B ixH1 Mikpouinu. 5. KoxxHa HOBa mporpama /1a€ MOKIIUBICTb
OHOMY ¥ TOMYy caMOMy KOMIT'IOTEpY BHKOHYBaTH IHIII omeparii. 6.
MiHiKOMIT'I0T€PU MOXXYTh BUKOPUCTOBYBATUCS OJAHOYACHO Oararbma JIIOJAbMHU.
7. ABTOMaTH30BaH1 po00Yi MicClg OAIOH] 10 MEPCOHAIBHUX KOMIT IOTEPIB, ajie
MaTh Outbui  00’em mam’sti. 8. IIBuakomis Ta  MOTYXHICTb
CYNEpKOMIT IOTEPIB € Mailke HeJJOCTYITHUMHU JIIOACHKIN ysBi. 9. Komm’totep —
11e MPOTPaMOBAaHUI €JIEKTPOHHUHN MPHUCTPIH, MO0 MOXKe 30epiraT, 3M1MCHIOBATH
nonryk ta oopobnenus iHdopmartii. 10. Haiimenmi koM’ 10Tepyd BMOHTOBYIOTh
y CXEMH MPUCTPOIO, TAKOTO, SK, HAMPUKIAJ, TOAUHHUK abo TemeBizop. 11.
KoM’ roTepr MatoTh MOXKJIMBICTh BUKOHYBAaTH JIEKiIbKa 3aBIaHb OJHOYACHO,
BUTpAYarOYu MiHIMYM 4acy Ta 3yCHJIb.
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TOPIC 6.

PERFECT TENSES
[ PRESENT ) | [ FUTURE )
PERFECT - ' PERFECT
I have walked, I had walked, I will have walked,
you have walked, you had walked, you will have walked,
he/she/it has walked, he/she/it had walked, he/shefit will have
we have walked, we had walked, walked, we will
you have walked, you had walked, ﬂ::ﬂ':;:':l:; r‘:
| they have walked | they had walked : muum-.uua'b

Excersise 1. Incert (Past Simple a6o Present Perfect).

1.1 (to study) ... English since 1991. 2.We (to study) ... English at school. 3.From
1991 to 1992 Jim (to work) ... as a customs officer. 4.He (to go out) ... three
hours ago and (to return) ... yet. 5.When he was a sales representative, he (to
work) ... twelve hours a day. 6.1 (to be) ... very busy all this week. 7.How many
pages (to read) ... you ... yet?8.How much (to get) ... you ... at your present
job? 9.Where (to go) ... all the managers ...? 10.I (to go)... home at 5 o'clock
yesterday. 11. Last summer Jim and Jane (to travel) ... to the conference in New-
York together. 12. He (not to finish) ... his work yet and is not ready to go with
us.

Excersise 2. Write thwe proper word :

after, since, many, long before, never, of, by, yet, already, this morning, ever.

1. Have you discussed the terms of delivery ...? 2.They've ... discussed the terms
of payment. 3.I've ... been to Kiev. 4.1 haven't seen the Director ... . 5.Have you
... been to Moscow? 6.I'll have finished my work ... 6 o'clock. 7.Jane had
completed the report ... you left. 8.How ... have you been here? 9.We have
received your letter ... 18th November. 10.1 have known Jane ... 1961. 11.How ...
orders have you received this month? 12. ... they had finished their work, they
went home.

Excersise 3. Complete the sentences using the correct form of the present
perfect tense.

1.1 several books about sailing and | am quite
fascinated by the sport . (READ)
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2. You look absolutely exhausted. What ? (YOU DO)

3. He that book for over two weeks and he
yet. He's such a slow reader . (READ, NOT FINISH)

4. My sister in Norwich for two months. She seems to

like it there and is not planning to leave. (LIVE)

5. My dad a new job. JUST START)

6. You should put some boots on. It for several days

now and the ground is pretty muddy. (RAIN)

7. your homework yet ? You

on it for hours . (YOU FINISH , WORK)

8. Maria for a job since she left school last summer. She

still one . (LOOK, NOT FIND)

9. They TV the whole evening. It's their favourite film

and they it several times. (WATCH, SEE)

10.1 him about his new girl friend twice this week. He

doesn't seem to want to answer. (ASK)

Excersise 4. Complete the sentences using the simple form of the past or past

perfect tense.
1. By the time we to the stadium, the performance
, S0 we missed the first two songs. (GET, ALREADY

START)

2. When we in Spain the airport management told us that

they our luggage. (ARRIVE, LOSE)

3. After | a large meal, | to feel

sick. (HAVE, START)

4. The shoes were very clean because | hours cleaning

them. (SPEND)

5.1t his first trip to India. He there

several times before. (NOT BE, BE)

6. My neighbour told me that she a new car a month

before. (BUY)

7. Yesterday | downtown to see Peter. |
him for months. (GO, NOT MEET)

8. | Matrix for the first time vyesterday. |

it before. (SEE, NEVER SEE)
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9. She him for very long when she
to get married. (NOT KNOW, DECIDE)

10.When he , the party was over. Everyone
. (ARRIVE, ALREADY LEAVE)

Excersise 5. Fill in the correct form of the verb in brackets: Past Simple or
Present Perfect Simple

1. The weather around here terrible in the last few weeks.

(BE)

2. Maria her suitcase last night. (PACK)

3.1 volleyball since | was a teenager. (NOT PLAY)

4. We wash the dishes. They're all clean now (HELP)

5. They the factory. — Really? When

? (CLOSE, THAT HAPPEN)

6. yet? (YOUR BUSINESS

COURSE - START)

7. How long that camera? — About a month. |
it because it was on sale just before Christmas. (YOU

HAVE, BUY)

8. last week's magazine? — It must be here because

I it on Monday. (YOU SEE, BUY)

9. The books you ordered . The delivery service
them an hour ago. (ARRIVE, BRING)

10.The Queen her two-week tour through Australia

yesterday. (START)

Excersise 6. Put the verb in brackets in the correct form using either present
perfect or past simple. Use continuous forms if necessary.

1. This is the first time | (visit) Hungary. 2. On my visit to the
school, | (be) pleased to see that many students (know)
how to handle computers. 3. This is the best steak | (ever
taste) . 4. Sally (live) and
(work) in Paris for several years now. 5. Forfive years from
1980 to 1985, Tom (live) in Madrid. 6. | (already read) 200
pages and so | expect to finish the book by the weekend. 7. Yesterday |
(work) hard and (complete) two reports.
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8. Jane is only six and already she (pass) two piano exams. 9.
Although I (know) Sarah and Frank for many years now, |
(never understand) what (attract) them to each other. 10. His
hair is very short. He (have) a haircut.

TEXTS FOR ADDITIONAL READING

Text 1. COMPUTER SCIENCE: THE HISTORY OF DEVELOPMENT

The needs of users and their applications provided the main driving force
in the early days of computer science, as they still do to a great extent today. The
difficulty of writing programs in the machine language of Os and 1s led first to
the development of assembly language, which allows programmers to use
mnemonics for instructions (e.g., ADD) and symbols for variables. Such
programs are then translated by a program known as an assembler into the binary
encoding used by the computer. Other pieces of system software known as
linking loaders combine pieces of assembled code and load them into the
machine’s main memory unit, where they are then ready for execution. The
concept of linking separate pieces of code was important, since it allowed
libraries of programs to be built up to carry out common tasks — a first step
toward the increasingly emphasized notion of software reuse. Assembly language
was found to be sufficiently inconvenient that higher-level languages (closer to
natural languages) were invented in the 1950s for easier, faster programming;
along with them came the need for compilers, programs that translate high-level
language programs into machine code. As programming languages became more
powerful and abstract, building efficient compilers that create highquality code
in terms of execution speed and storage consumption became an interesting
computer science problem in itself. Increasing use of computers in the early
1960s provided the impetus for the development of operating systems, which
consist of system resident software that automatically handles input and output
and the execution of jobs. Throughout the history of computers, the machines
have been utilized in two major applications: 1) computational support of
scientific and engineering disciplines and 2) data processing for business needs.
The demand for better computational techniques led to a resurgence of interest in
numerical methods and their analysis, an area of mathematics that can be traced
to the methods devised several centuries ago by physicists for the hand
computations they made to validate their theories. Improved methods of
computation had the obvious potential to revolutionize how business is
conducted, and in pursuit of these business applications new information systems
were developed in the 1950s that consisted of files of records stored on magnetic
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tape. The invention of magnetic-disk storage, which allows rapid access to an
arbitrary record on the disk, led not only to more cleverly designed file systems
but also, in the 1960s and 70s, to the concept of the database and the development
of the sophisticated database management systems now commonly in use. Data
structures, and the development of optimal algorithms for inserting, deleting, and
locating data, have constituted major areas of theoretical computer science since
its beginnings because of the heavy use of such structures by virtually all
computer software — notably compilers, operating systems, and file systems.
Another goal of computer science is the creation of machines capable of carrying
out tasks that are typically thought of as requiring human intelligence. Artificial
intelligence, as this goal is known, actually predates the first electronic computers
in the 1940s, although the term was not coined until 1956. Computer graphics
was introduced in the early 1950s with the display of data or crude images on
paper plots and cathode-ray tube (CRT) screens. Expensive hardware and the
limited availability of software kept the field from growing until the early 1980s,
when the computer memory required for bit-map graphics became affordable. A
bit map is a binary representation in main memory of the rectangular array of
points (pixels, or picture elements) on the screen. Because the first bit-map
displays used one binary bit per pixel, they were capable of displaying only one
of two colours, commonly black and green or black and amber. Later computers,
with more memory, assigned more binary bits per pixel to obtain more colours.
Bit-map technology, together with high-resolution display screens and the
development of graphics standards that make software less machine-dependent,
has led to the explosive growth of the field. Software engineering arose as a
distinct area of study in the late 1970s as part of an attempt to introduce discipline
and structure into the software design and development process.

Text 2. ELECTRIC CURRENT. ELECTRIC AND ELECTRONIC
CURCUITS

An electric current is the flow of charges through a conducting circuit
caused by a potential difference or electromotive force. In metallic conductors
the charges are electrons. In liquids and gases the charges are ions. There are two
types of electric current: direct current (DC for short) and alternating current
(AC). The current flowing in a circuit is DC if it flows continuously in one
direction, and AC if it flows alternately in each direction. Current carries
electrical energy from a power supply to the components of the circuit, where it
Is converted into other forms of energy. Electric current can heat a conductor, it
can have a chemical action and it can produce magnetic effects. As compared to
direct current, alternating current has several valuable characteristics. The most
important of them is the fact that the voltage or the current may be varied to
almost any desirable value by means of a transformer. AC is used as a source of
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electric power both in industry and in the home. The SI unit of electric current is
the ampere. The volt is the SI unit of potential difference. The Sl unit of electrical
work is the watt. There are two basic types of electric circuits: series and parallel.
In a series circuit the components of the circuit are arranged in such a way that
they are connected end to end, so that the entire current passes through each
component. The total resistance in such a circuit is the sum of the resistances of
individual components. In parallel circuits the electric current flows through
different pathways. Each branch of such a circuit can be switched on or off
independently. This allows the use of some or all of the components by choice.
In general, the total resistance of all components in parallel wiring is less than the
resistance of any one of them. An electric circuit usually comprises two
categories of components: active and passive. Passive elements never supply
more energy than they absorb, while active elements can supply more energy
than they absorb. Active components are: cells, batteries, generators, electron
tubes, and transistors, etc. Passive components include: resistors, capacitors,
inductors, relays, fuses, switches, etc. The electric circuit is a path of an electric
current. The term means a continuous path made up of conductors and conducting
devices, which includes a source of electromotive force that drives the current
around the circuit. Such a circuit is called a closed circuit, and a circuit in which
the current path is not continuous is termed an open circuit. A short circuit is a
closed circuit in which a direct connection is made, with no appreciable
resistance, inductance, or capacitance, between the terminals of the source of
electromotive force. Current flows in an electric circuit in accordance with
several definite laws. The basic law of current flow is Ohm’s law, which states
that the amount of current flowing in a circuit made up of pure resistances is
directly proportional to the electromotive force impressed on the circuit and
inversely proportional to the total resistance of the circuit. Ohm’s law applies to
all electric circuits for both DC and AC. Additional principles are used in
analyzing complex circuits and AC circuits also involving inductances and
capacitances. Electronic circuits are electric circuits the operation of which
depends on the flow of electrons for the generation, transmission, reception, and
storage of information The information can consist of audio signals as in radio,
TV images, or data in a computer. Electronic circuits provide different functions
to process this information including amplification of signals, generation of radio
waves, extraction of information, control and logic operations. There are two
types of electronic circuits: conventional and integrated. Conventional circuits
consist of separate electronic components connected by wires. Often components
are attached to a circuit board. A circuit board is a small board that contains
electronic components connected to form a circuit. The circuit can be designed
to accomplish a single electronic task, such as supplying power. It can be
designed to accomplish many tasks, such as those performed by a calculator.
Typically, the board is a flat piece of non-conducting material. Many circuit
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boards are made as printed circuit boards (PCB’s). Machines imprint the board
with patterns of conducting material that create the desired circuits. The
technique used is called photolithography. Electronic components are attached at
designated spots along the pathways. Integrated circuits have components and
connectors formed on a chip. Chips are tiny pieces of semiconductor material,
usually silicon. Semiconductors are substances that conduct electric current
better than insulators, but not as well as conductors. Integrated circuits often
serve as components of conventional circuits. Because of their small size,
integrated circuits have several advantages over conventional ones. Integrated
circuits work faster, because the signals have less distance to travel, they also
need less power, generate less heat, and cost less to operate than conventional
circuits. Integrated circuits are more reliable. A microprocessor, a type of
integrated circuit, can perform the mathematical functions and some of the
memory functions of a computer.

Text 3. COMPUTER SCIENCE: SUBFIELDS AND HISTORY

Computer science is the study of the theoretical foundations of information
and computation, and of practical techniques for their implementation and
application in computer systems. It is frequently described as the systematic
study of algorithmic processes that create, describe and transform information.
According to Peter J. Denning, the fundamental question underlying computer
science is, “What can be (efficiently) automated?” Computer science has many
sub-fields; some, such as computer graphics, emphasize the computation of
specific results, while others, such as computational complexity theory, study the
properties of computational problems. Still others focus on the challenges in
implementing computations. For example, programming language theory studies
approaches to describing computations, while computer programming applies
specific programming languages to solve specific computational problems, and
humancomputer interaction focuses on the challenges in making computers and
computations useful, usable, and universally accessible to people. The general
public sometimes confuses computer science with vocational areas that deal with
computers (such as information technology), or think that it relates to their own
experience of computers, which typically involves activities such as gaming,
web-browsing, and word-processing. However, the focus of computer science is
more on understanding the properties of the programs used to implement
software such as games and web-browsers, and using that understanding to create
new programs or improve existing ones. The early foundations of what would
become computer science predate the invention of the modern digital computer.
Machines for calculating fixed numerical tasks, such as the abacus, have existed
since antiquity. Wilhelm Schickard built the first mechanical calculator in 1623.
Charles Babbage designed a difference engine in Victorian times helped by Ada
Lovelace. Around 1900, punch-card machines were introduced. However, all of
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these machines were constrained to perform a single task, or at best some subset
of all possible tasks. During the 1940s, as newer and more powerful computing
machines were developed, the term computer came to refer to the machines rather
than their human predecessors. As it became clear that computers could be used
for more than just mathematical calculations, the field of computer science
broadened to study computation in general. Computer science began to be
established as a distinct academic discipline in the 1950s and early 1960s, with
the creation of the first computer science departments and degree programs.
Since practical computers became available, many applications of computing
have become distinct areas of study in their own right. Although many initially
believed it impossible that computers themselves could actually be a scientific
field of study, in the late fifties it gradually became accepted among the greater
academic population. It is the now well-known IBM brand that formed part of
the computer science revolution during this time. IBM (short for International
Business Machines) released the IBM 704 and later the IBM 709 computers,
which were widely used during the exploration period of such devices. During
the late 1950s, the computer science discipline was very much in its
developmental stages, and such issues were commonplace. Time has seen
significant improvements in the usability and effectiveness of computer science
technology. Modern society has seen a significant shift from computers being
used solely by experts or professionals to a more widespread user base. The
German military used the Enigma machine during World War Il for
communication they thought to be secret. The large-scale decryption of Enigma
traffic at Bletchley Park was an important factor that contributed to Allied victory
in WWII. Despite its short history as a formal academic discipline, computer
science has made a number of fundamental contributions to science and society.
These include: * The start of the “digital revolution,” which includes the current
Information Age and the Internet. « A formal definition of computation and
computability, and proof that there are computationally unsolvable and
intractable problems. * The concept of a programming language, a tool for the
precise expression of methodological information at various levels of abstraction.
* In cryptography, breaking the Enigma machine was an important factor
contributing to the Allied victory in World War II. « Scientific computing enabled
advanced study of the mind, and mapping the human genome became possible
with Humane Genome Project. Distributed computing projects such as Folding
@ home explore protein folding. ¢ Algorithmic trading has increased the
efficiency and liquidity of financial markets by using artificial intelligence,
machine learning, and other statistical and numerical techniques on a large scale.
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Text 4. AREAS OF COMPUTER SCIENCE

As a discipline, computer science spans a range of topics from theoretical
studies of algorithms and the limits of computation to the practical issues of
implementing computing systems in hardware and software. The Computer
Sciences Accreditation Board (CSAB) — which is made up of representatives of
the Association for Computing Machinery (ACM), the Institute of Electrical and
Electronics Engineering Computer Society, and the Association for Information
Systems — identifies four areas that it considers crucial to the discipline of
computer science: theory of computation, algorithms and data structures,
programming methodology and languages, and computer elements and
architecture. In addition to these four areas, CSAB also identifies fields such as
software engineering, artificial intelligence, computer networking and
communication, database systems, parallel computation, distributed
computation, computer-numan interaction, computer graphics, operating
systems, and numerical and symbolic computation as being important areas of
computer science. Relationship with other fields. Despite its name, a significant
amount of computer science does not involve the study of computers themselves.
Because of this, several alternative names have been proposed. Certain
departments of major universities prefer the term computing science, to
emphasize precisely that difference. The Danish scientist Peter Naur suggested
the term datalogy to reflect the fact that the scientific discipline revolves around
data and data treatment, while not necessarily involving computers. The first
scientific institution to use the term was the Department of Datalogy at the
University of Copenhagen, founded in 1969, with Peter Naur being the first
professor in datalogy. The term is used mainly in the Scandinavian countries.
Also, in the early days of computing, a number of terms for the practitioners of
the field of computing were suggested in the Communications of the ACM —
turingineer, turologist, flow-charts-man, applied meta-mathematician, and
applied epistemologist. Three months later in the same journal, comptologist was
suggested, followed next year by hypologist. The term computics has also been
suggested. In continental Europe, names such as informatique (French),
Informatik (German) or informatica (Dutch), derived from information and
possibly mathematics or automatic, are more common than names derived from
computer/computation. The renowned computer scientist Edsger Dijkstra stated
that computer science was no more about computers than astronomy was about
telescopes. The design and deployment of computers and computer systems is
generally considered the province of disciplines other than computer science. For
example, the study of computer hardware is usually considered part of computer
engineering, while the study of commercial computer systems and their
deployment is often called information technology or information systems.
However, there has been much cross-fertilization of ideas between the various
computerrelated disciplines. Computer science research has also often crossed
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into other disciplines, such as philosophy, cognitive science, economics,
mathematics, physics, and linguistics. Computer science is considered by some
to have a much closer relationship with mathematics than many scientific
disciplines, with some observers saying that computing is a mathematical
science. Early computer science was strongly influenced by the work of
mathematicians such as Kurt Godel and Alan Turing, and there continues to be a
useful interchange of ideas between the two fields in areas such as mathematical
logic, category theory, domain theory, and algebra. The relationship between
computer science and software engineering is a contentious issue, which is
further muddied by disputes over what the term “software engineering” means,
and how computer science is defined. David Parnas, taking a cue from the
relationship between other engineering and science disciplines, has claimed that
the principal focus of computer science is studying the properties of computation
in general, while the principal focus of software engineering is the design of
specific computations to achieve practical goals, making the two separate but
complementary disciplines. The academic, political, and funding aspects of
computer science tend to depend on whether a department formed with a
mathematical emphasis or with an engineering emphasis. Computer science
departments with a mathematics emphasis and with a numerical orientation
consider alignment computational science. Both types of departments tend to
make efforts to bridge the field educationally if not across all research. Computer
science education. Some universities teach computer science as a theoretical
study of computation and algorithmic reasoning. These programs often feature
the theory of computation, analysis of algorithms, formal methods, concurrency
theory, databases, computer graphics and systems analysis, among others. They
typically also teach computer programming, but treat it as a vessel for the support
of other fields of computer science rather than a central focus of high-level study.
Other colleges and universities, as well as secondary schools and vocational
programs that teach computer science, emphasize the practice of advanced
programming rather than the theory of algorithms and computation in their
computer science curricula. Such curricula tend to focus on those skills that are
Important to workers entering the software industry. The practical aspects of
computer programming are often referred to as software engineering. However,
there is a lot of disagreement over the meaning of the term, and whether or not it
IS the same thing as programming.
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Text 5. COMPUTER PROFESSIONS

In the last decade, computers have become an integral part of everyday life
at home, work, school, and nearly everywhere else. Today they are widely used
in designing machines, desktop publishing, making credit reports, etc. Of course,
almost every computer user encounters a problem occasionally, whether it is the
annoyance of a forgotten password or the disaster of a crashing hard drive. The
explosive use of computers has created demand for specialists who provide
advice to users, as well as for the day-to-day administration, maintenance, and
support of computer systems and networks Computer support specialists provide
technical assistance, support, and advice to customers and other users. This
occupational group includes technical support specialists and help-desk
technicians. These troubleshooters interpret problems and provide technical
support for hardware, software, and systems. They answer telephone calls,
analyze problems by using automated diagnostic programs, and resolve recurring
difficulties. Support specialists work either within a company that uses computer
systems or directly for a computer hardware or software vendor. Increasingly,
these specialists work for help-desk or support services firms, for which they
provide computer support to clients on a contract basis. Technical support
specialists respond to inquiries from their organizations computer users and may
run automatic diagnostics programs to resolve problems. They also install,
modify, clean, and repair computer hardware and software. In addition, they may
write training manuals and train computer users in how to use new computer
hardware and software. These workers also oversee the daily performance of
their company’s computer systems and evaluate how useful software programs
are. Help-desk technicians respond to telephone calls and e-mail messages from
customers looking for help with computer problems. In responding to these
inquiries, help-desk technicians must listen carefully to the customer, ask
guestions to diagnose the nature of the problem, and then patiently walk the
customer through the problem-solving steps. Help-desk technicians deal directly
with customer issues and companies value them as a source of feedback on their
products. They are consulted for information about what gives customers the
most trouble, as well as other customer concerns. Most computer support
specialists start out at the help desk. Network and computer systems
administrators design, install, and support an organization’s computer systems.
They are responsible for local-area networks (LAN), wide-area networks
(WAN), network segments, and Internet and intranet systems. They work in a
variety of environments, including professional offices, small businesses,
government organizations, and large corporations. They maintain network
hardware and software, analyze problems, and monitor networks to ensure their
availability to system users. These workers gather data to identify customer needs
and then use the information to identify, interpret, and evaluate system and
network requirements. Administrators also may plan, coordinate, and implement
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network security measures. Systems administrators are responsible for
maintaining network efficiency. They ensure that the design of an organization’s
computer system allows all of the components, including computers, the network,
and software, to work properly together. Furthermore, they monitor and adjust
the performance of existing networks and continually survey the current
computer site to determine future network needs. Administrators also
troubleshoot problems reported by users and by automated network monitoring
systems and make recommendations for future system upgrades. In some
organizations, computer security specialists may plan, coordinate, and implement
the organization’s information security. These workers educate users about
computer security, install security software, monitor networks for security
breaches, respond to cyber attacks, and, in some cases, gather data and evidence
to be used in prosecuting cyber crime. The responsibilities of computer security
specialists have increased in recent years as cyber attacks have become more
common. Computer support specialists and systems administrators held about
862,000 jobs in 2006. Of these, approximately 552,000 were computer support
specialists and about 309,000 were network and computer systems
administrators. Although they worked in a wide range of industries, about 23
percent of all computer support specialists and systems administrators were
employed in professional, scientific, and technical services industries, principally
computer systems design and related services. Substantial numbers of these
workers were also employed in administrative and support services companies,
financial institutions, insurance companies, government agencies, educational
institutions, software publishers, telecommunications enterprises. Employers of
computer support specialists and systems administrators range from startup
companies to established industry leaders. As computer networks become an
integral part of business, industries not typically associated with computers —
such as construction — increasingly need computer support workers.

Text 6. COMPUTERS IN EDUCATION

With the advent of the Internet age, all aspects of society have been
influenced, including education. Computers and the Internet are used in all levels
of education, excluding perhaps preschool and grade school. But with more
computer-like educational toys such as the Leap Frog, even younger students are
learning with computers. Higher Education. All universities and colleges in the
United States are furnished with computer labs. Because many professors require
their students to turn in typed documents, it is more convenient to have computer
labs on campus for student use. Faculty Usage. Teachers at all levels use
computers to administer assignments, keep track of grades or offer online
instruction. Many teachers use online resources in their daily lessons. Online
Education. There is an entire “sub-industry” of education called “online
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education.” Online education is done primarily through the usage of computers
and the Internet where the student does the class work from home. Self-Learning.
In addition to books, video and other materials, self-directed learners often use
computers to continue their education outside of, or in addition to, traditional
facilities. Social Networking. Popular networking sites like MySpace and
Facebook can also be used for educational purposes, as some instructors integrate
aspects of those sites into their lessons.

Text 7. ANALOG, DIGITAL AND HYBRID COMPUTERS

Information can and does take any forms. You can see these different forms
every time you use your computer. The words you are reading right now, the
signals from the keys you press on your keyboard, the files you load on your hard
disk — all are different types of information that your computer manipulates.
Depending on the way the information is represented in a computer, the latter can
be analog, digital, or hybrid. There are two ways to represent information.
Information that is continuous, that is, any piece of information can take on any
of an infinite set of values, is said to be analog. For example, time, temperature,
the speed of an airplane — all of these have a continuous range of values. Digital
information is restricted to a finite set of values. For example, a traffic light is
(normally) red, yellow or green; not yellow-green or orange. Computers use a
form of digital information called binary information. Here, the information is
restricted to only two values: one and zero which represent a switch that is turned
on or off by electric current. Analog refers to numerical values that have a
continuous range. As an example, consider a desk lamp. If it has a simple on/off
switch, then it is digital, because the lamp either produces light at a given moment
or it does not. If a dimmer replaces the on/off switch, then the lamp is analog,
because the amount of light can vary continuously from on to off and all
intensities in between. Analog computers were the first type to be produced. They
perform mathematical operations on continuous electric values (voltage) which
are converted from physical variables of the problem. The physical variables are
velocities, pressure, temperature, accelerations, and so on. Analog electronics
existed for close to fifty years before the rise of digital electronics began. This is
probably because analog information is similar or analogous to the information
form we usually deal with and thus, perhaps, it looks more natural. What is
created is a simulation of a real-world event or phenomenon. Acoustic
information or sound in analog electronics is simply a variation in voltage,
current or frequency which is directly proportional to the varying air pressure or
sound. The telephone and radio were also constructed using the principles of
analog electronics. In a similar way, analog computers rely on analogies between
physical processes to make calculations. If such analogies can be mathematically
formalized, a mathematical model of the process can be built, which constitutes
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the basis for an analog computer. New interest has been shown recently in analog
computers, particularly in areas such as neural networks that respond to
continuous electrical signals. Most modern computers, however, are digital
machines whose components have a finite number of states — for example, the
0 or 1, or on or off bits. So, the digital computer is a machine that deals with
discrete numbers. The original information may be represented as decimal digits,
so as alphabetical characters, or as symbols. But for processing in a digital
computer all input data are converted into a series of binary digits. In terms of
binary digits information is stored in the computer’s memory or storage.
Computers use binary information for several reasons: 1. Simplicity: It is the
simplest, most compact and least doubtful way to express information about
something: for example, zero=off and one=on could be used to represent the
status of a regular light bulb. 2. Expandability: It is easy to build on and expand:
you can use two binary values together to represent the status of two light bulbs.
3. Clarity: Errors are reduced when a value can only be one or zero; the computer
knows there are no values in between, which is useful when electrical signals
become “dirty”. If a 0.95 value shows up on your modem line, the computer
knows it is probably really a 1, since 0.95 isn’t a valid value. It will interpret the
0.95as a1, and no data will be lost as a result. 4. Speed: Computers make millions
of decisions a second, and these decisions are easier to make when the number
of values is small. The hybrid computer is a machine that incorporates both digital
and analog elements. We may consider a hybrid computer as a combination of
digital and analog ones. The memory of the hybrid computer can store physical
variables by converting them to digital expressions. For converting analog signals
to digital ones and vice versa analog-todigital and digital-to-analog converters
are used.

Text 8. LAPTOP COMPUTERS

A laptop is a full-blown, genuine computer that can do anything a desktop
computer can do. For example, you can do programming, word processing,
spreadsheets, databases, accounting and multimedia presentations. The
portability of laptops allows you to do many things that you cannot do with a
desktop. For example, you can write your sales proposal, article or business
presentation while travelling on a plane, or computing on the bus or train or
subway. Like all computers, laptops have a central brain called a microprocessor
which performs all of the operations of the computer. The microprocessor: — has
a set of internal instructions stored in memory, and can access memory for its
own use while working; — can receive instructions or data from you through a
keyboard in combination with another device (mouse, touchpad, trackball); — can
receive and store data through several data storage devices (hard drive, floppy
drive, zip drive, CD/DVD drive); — can display data to you on computer monitors
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(cathode ray monitors, LCD displays); — can send data to printers, modems,
networks and wireless networks through various input/output ports; — is powered
by AC power and/or batteries.

Input Device. For a desktop computer, you typically use a keyboard and
mouse to enter data. However, because using a mouse takes up room, other
devices are built into laptops to take its place. Laptops come with one of three
input devices that allow you to move the cursor on the LCD screen: ¢ trackball
— rotating the ball allows you to move the cursor on the LCD screen (usually
built-in, but add-on ones that clip to the side of a laptop are available); * trackpoint
— pushing your finger over the point moves the cursor; ¢ touchpad — moving
your finger across the pad moves the cursor. All of these devices have buttons
that act like the right and left buttons on a mouse. The type of device you want is
purely a matter of preference. Some people prefer the feel of a trackball over a
touchpad. If you can, try out various input devices to see what feels right to you.
Remember, most laptops have a port that allows you to hook up a mouse to your
laptop; but again, that will be another device to carry around if you want to use it
on the go.

Keyboard. Because space is a premium for laptops, their keyboards tend
to be smaller than desktop keyboards. Although you won’t find an ergonomic
keyboard, like the Microsoft natural keyboard, on a laptop, most laptop
keyboards have some ergonomic features, such as being located at the back half
of the unit to provide wrist support. The arrow keys will most likely be in
different places to conserve space, and you may not have a numeric keypad. If
you can, try out several laptops to see if the keyboard feels comfortable; this is
especially important for touch typists.

The use of laptops in education. Students and educators have found that
laptops answer a lot of their needs. In fact, some colleges and universities that
require incoming freshmen to have computers recommend laptops. Teachers
have found a variety of uses for laptops, too. In college, where lectures to large
classes are commonplace, many professors can use their laptops, along with other
audiovisual equipment, to project slides or lecture notes. And as technology
creeps further into public elementary, middle and high schools, there is a growing
trend toward teachers using laptops in the classroom for lectures. Students can
use laptop computers to take notes during lectures; this is more common in
college than in lower schools. However, many special education students do use
laptops for notetaking, or to run specialized software, such as hearing
interpreters. As another example, if a student is injured and cannot use his/her
writing arm, the school system may issue a laptop for notetaking or for
downloading notes supplied by the teacher. In both colleges and lower schools,
science students can use laptops for gathering data from laboratory experiments.
Laptops can also be used in the field to gather data. For example, laptops can be
hooked up to probes, such as pH electrodes or temperature probes, and taken to
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a salt-marsh, stream or lake. Students can then measure pH and temperature and
use the data to study the environment. The further development of laptops
brought to notebook (and later — to netbooks) as a next step in microcomputer
miniaturization.

Text 9. PERSONAL COMPUTERS AND WORKSTATIONS

The personal computers (PCs) appeared as a result of the evolution of
minicomputers while computer circuitry was going over to integrated circuits of
large (LSI) and very large scale of integration (\VLSI). Being not too expensive,
PCs have won very quickly good positions in the computer market and have
created preconditions for the development of new software oriented to the end
user. There were, first of all, “friendly user interfaces”, also problem-oriented
environments and tools for the automation of applications development.
Minicomputers may be considered as forefathers for another kind of modern
computer system architecture — 32-bit computers. The appearance of RISC-
processors and memory microchips whose capacity exceeds 1Mbit has resulted
in the creation of high-performance desktop systems known today as
workstations (WSs) that represent a class of machines with the computing power
of a minicomputer or a mainframe but comparable with a PC in size. Because of
rapid technological progress in the development of computer hardware, there are
now quite a number of computers that come into this category. They are
commonly both multitasking and multiuser machines and often support powerful
graphics oriented hardware and software. Most have the ability to run some
version or other of UNIX though other operating systems, such as VMS (Virtual
Memory System), are also available but less common. Some examples of
workstations include Vaxstation, IBM RT PCs, Apollo and Suns.
“SPARCstation” 1s a trademark of Sun microsystems, Inc. They use that term to
describe any of their sun4c and sun4m workstations. There are also systems that
provide an X Windows interface. They are called X workstations. An X terminal
iIs a combination of a diskless workstation and a standard ASCII (American
Standard Code for Information Interchange) terminal. It is a device which
provides an X Window interface, but no or little computation. It is designed to
be an X Window interface to a remote computer. Workstations vary widely in
hardware configuration but, in general, they are suitable for the development and
running of numerically intensive programs with requirements that are met by
around 4-8 MB or more of physical RAM (plus around 20-30 MB of virtual
RAM) and 25-200 MB of user hard-disk storage. Initially workstations were
oriented to professional users in contradistinction to PCs which at the beginning
were intended for a wide circle of non-professional customers. Such orientation
allowed workstations to become well balanced systems in which high speed is
combined with large capacity of main and external memory, internal highways
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of high throughput, high quality and high speed graphic subsystem and various
I/0 devices. This property favourably distinguishes WSs from PCs. Even the
most powerful IBM compatible PCs are not capable to satisfy growing needs for
data processing systems because of “bottlenecks” inherent to their architecture.
Nevertheless, the fast growth of PCs performance owing to newest Intel's
microprocessors together with the sharp price reduction for these products and
the development of multi-bus technology, such as PCI and SCSI allowing
removing many “bottlenecks” in PC architecture, makes modern PCs quite an
attractive alternative to WSs. In their turn, the manufacturers of workstations
have created so called “entry level” products which are close to high-performance
PCs in cost characteristics, but are superior in performance and extendibility. The
future will show how successfully Pentium-based PCs struggle against WSs, but
the concept of “personal workstation” has already appeared combining both
directions. Today’s market of “personal workstations” cannot be simply defined.
As a matter of fact, it represents an aggregate of architectonic platforms of PCs
and WSs which appeared as computer equipment suppliers became more
commerce and business market-driven. This market was traditionally occupied
by minicomputers and mainframes that supported the operation of non-intelligent
desktop terminals. In the past, PCs were not powerful enough and did not have
sufficient functional capabilities to be an adequate substitution for the terminals
of general-purpose supercomputers. On the other hand, UNIXplatform-based
WSs were very strong at scientific and engineering sectors. At the same time,
they were almost like PCs inconvenient to carry out serious office applications.
Since then the situation has dramatically changed. Up-to-date PCs have sufficient
performance and UNIX-based WSs have software capable to carry out most
functions usually associated with the “personal workstation” concept. Both these
directions can be seriously considered as a network resource for an enterprise-
wide system. As a result of these changes, old-fashioned minicomputers with
their patented architecture have practically left the stage. As the downsizing
process was going on, and the Intel platform performance was going up, the most
powerful PCs (but more often open UNIX-based systems) began to play the role
of servers, gradually replacing minicomputers.
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