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INTRODUCTION
Arti�cial intelligence (AI) is de�ned as “the ability of 
a digital computer or computer-controlled robot to 
perform tasks commonly associated with intelligent 
beings” [1]. AI involves creating computer systems or 
software that can mimic human thinking processes, 
such as learning from experience, reasoning, prob-
lem-solving, and decision-making.

AI systems are designed to analyze and process large 
amounts of data, extract meaningful patterns, and 
make predictions or decisions based on that analysis. It 
enables tasks like speech recognition, natural language 
understanding, image and video analysis, recommen-
dation systems, and autonomous decision-making. 

Large language models (LLM) represent a speci�c 
category of AI models that emulate and comprehend 
human-like text. Built upon deep learning methodolo-
gies, these models employ neural networks character-
ized by multiple layers and a multitude of parameters. 
The primary objective underlying LLM is to attain an 
understanding of the structure, syntax, semantics, and 
contextual nuances of natural language. This com-
prehension equips them to generate responses that 

are not only coherent but also contextually relevant. 
Consequently, they acquire the ability to generate 
responses covering an expansive array of subjects [2]. 
The contemporary landscape witnesses an upsurge in 
the utilization and re�nement of LLMs, attributed to 
the accessibility of extensive datasets and the evolution 
of AI technologies. This progression has resulted in the 
signi�cant enhancement of these models’ capabilities, 
enabling them to yield text that closely resembles hu-
man-generated content. Furthermore, these models 
have demonstrated exceptional performance across a 
spectrum of natural language processing tasks, under-
scoring their multifaceted potential [3].

In order to be useful for medical application LLMs 
undergo training on medical data through various 
methodologies, enhancing their applicability in the 
medical domain. One fundamental approach involves 
provisioning pertinent training data, encompassing 
electronic health records, medical literature, and clinical 
data. By immersing LLMs in this diverse dataset, they 
cultivate specialized knowledge tailored to distinct 
medical disciplines [4]. A pivotal step in the training 
process entails pre-training LLMs on expansive text 
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datasets which equips LLMs with an understanding 
of language structures and patterns. Consequently, 
they can be adeptly repurposed across a multitude of 
domains and tasks, a versatility that extends to medical 
applications [5]. Following pre-training, LLMs undergo 
�ne-tuning on medical data, facilitating adaptation to 
speci�c medical functions. For instance, LLMs can be 
�ne-tuned for tasks like clinical decision support or 
scienti�c writing assistance. This involves re�ning the 
model’s capabilities through exposure to a smaller data-
set of medical text, thereby enhancing its performance 
on targeted medical tasks [6,7].

AI has made signi�cant strides within the medical �eld, 
reshaping various aspects of healthcare and paving the 
way for improved patient outcomes and more e�cient 
healthcare processes. One prominent application lies in 
Biomedical Information Extraction, where AI is harnessed 
to dissect biomedical texts and extract structured data 
such as named entities and semantic relationships [8]. 
Similarly, AI’s transformative impact is evident in Drug 
Discovery and Development, where it plays a pivotal role 
in tasks like peptide synthesis, virtual screening, toxicity 
prediction, and drug monitoring. This AI-driven approach 
not only slashes time consumption and production costs 
but also introduces e�ciencies that address the ine�-
ciencies inherent in traditional drug design methods [9]. 
The integration of AI into Medical Diagnosis and Treat-
ment is particularly noteworthy. Across various medical 
disciplines, machine learning algorithms are employed 
to evaluate radiological images, pathology slides, and 
electronic medical records [10]. Technologies based on AI 
and large language models in particular are increasingly 
penetrating into various areas of the medical industry 
such as anesthesiology, dentistry, radiation medicine, 
ophthalmology, cardiology and many others [11-15]. 
There were attempts to evaluate the performance of 
LLMs on medical examination.

Usage of AI in supporting clinical decision-making 
is of great interest as it holds the promise of revolu-
tionizing the healthcare landscape by harnessing the 
capabilities of arti�cial intelligence to augment and 
inform the decision-making processes of medical pro-
fessionals [16-18].

THE AIM
Evaluate the diagnostic capabilities of the ChatGPT in 
the �eld of medical diagnosis

MATERIALS AND METHODS
A selection of 50 clinical cases from the Medscape Case 
Challenge series, spanning the period between Febru-

ary and July 2023, was utilized for analysis. As the LLM 
ChatGPT-3.5 was used.

The experiment was structured into three phases. 
New chat was created for every phase of the study. 
In the initial phase, comprehensive clinical case de-
scriptions were presented to ChatGPT, encompassing 
patient complaints, the history of the present illness, 
past medical records, data derived from physical ex-
aminations, outcomes of laboratory tests, and results 
from imaging studies. At this phase our methodology 
incorporated a prompt engineering technique referred 
to as “Persona Pattern”. This approach was implemented 
to guide ChatGPT’s responses and to encourage it to 
simulate the analytical process and decision-making 
of a pro�cient medical practitioner when diagnosing 
the presented clinical cases.

Subsequently, the cases in which the LLM made di-
agnostic errors were included in the second phase. For 
such cases, the LLM was proposed a roster of potential 
diagnoses extracted from the presented cases. We used 
the same prompt formulation as in the previous phase, 
ChatGPT was then prompted to choose the most suit-
able diagnosis from the provided list.

The third and �nal phase of the experiment focused 
on assessing ChatGPT’s ability to emulate the deci-
sion-making process of a medical practitioner in a 
patient-doctor interaction. The structured prompt was 
designed to guide ChatGPT in adopting a professional 
medical perspective and mimicking the diagnostic 
reasoning of a skilled medical practitioner, while also 
allowing the model to access supplementary diagnostic 
information when required. In this context, each clinical 
case’s initial information was restricted to encompass 
only the description of symptoms, patient complaints, 
medical history, and physical examination data. Within 
this constrained framework, ChatGPT was tasked with 
determining the optimal diagnosis and proposing a set 
of supplementary investigative methods necessary for 
precise elucidation. In cases when the required informa-
tion was available in the clinical case, it was provided 
to the LLM. Conversely, if such information was absent, 
the LLM was apprised that the data was unavailable for 
consideration. This research methodology facilitated 
a comprehensive evaluation of ChatGPT’s diagnostic 
capacities within a simulated clinical context.

During each phase, a comparative analysis was con-
ducted to assess the accuracy of responses provided 
by ChatGPT in contrast to medical professionals who 
resolved the same clinical cases on the Medscape 
platform. This comparative evaluation allowed us to 
gauge the alignment between ChatGPT’s diagnostic 
performance and the practicing physicians.

Statistical data are presented as M±SD.
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RESULTS
During the initial phase, ChatGPT demonstrated the 
overall accurate diagnostic capability in 66.00% of cases, 
whereas the accuracy of physicians on the Medscape 
platform averaged at 44.82±18.54% which was almost 
50% lower than LLM’s result.

Of particular signi�cance is a subgroup of 11 clinical 
cases where the results of supplementary diagnostic 
methods, including ECG, CT, MRI, and blood smear 
images, were presented without their corresponding 
interpretations. The assumption was that physicians 
have to analyze these images by themselves, upon 
which the accuracy of the ultimate diagnosis relied 
heavily. In these instances, the clinical case descriptions 
were initially provided to ChatGPT without including 
the interpretation of the aforementioned diagnostic 
�ndings. If ChatGPT produced an inaccurate diagnosis, 
the subsequent step involved o�ering it the interpre-
tations of these diagnostic studies, performed by the 
authors of the present study. Notably, across this subset, 
ChatGPT erred in diagnosis for 3 cases. However, for 4 
cases, the correct diagnosis was subsequently achieved 
after presenting ChatGPT with the additional interpre-
tations of the diagnostic studies. Impressively, in the 
remaining 4 cases, ChatGPT accurately diagnosed the 
cases without requiring supplementary interpretations 
of the diagnostic �ndings. This subset underscores the 
intricate interplay between diagnostic expertise and 
the interpretation of visual diagnostic data, a domain 
in which ChatGPT demonstrated varying degrees of 
pro�ciency.

Among the subset of clinical cases in which ChatGPT 
accurately identified the diagnosis, real healthcare 
practitioners achieved an average diagnostic accuracy 
of 46.55±17.00%. For the clinical cases where ChatGPT 
did not return correct diagnosis, the average accuracy 
rate achieved by actual medical practitioners was lower 
than in the previous subset (41.47±21.38%) but the 
di�erence was not statistically signi�cant (p>0.05).

In the second phase, a subset of 17 clinical cases was 
chosen. ChatGPT was presented with comprehensive 
clinical case descriptions, as in the preceding phase, 
along with an additional roster of potential diagnoses 
given in original descriptions on Medscape. Its objec-
tive was to choose the most suitable option from the 
provided variants. Remarkably, the LLM demonstrated 
a correct decision-making rate of 70.59% within this 
context. This achievement was nearly twice as high as 
the average percentage of accurate responses recorded 
among doctors, which stood at 41.47%. 

Among the clinical cases in which ChatGPT correctly 
identi�ed the diagnosis, the average accuracy rate for 
real doctors was 45.50±21.94%. However, in instanc-

es where ChatGPT’s diagnosis was not accurate, the 
average accuracy of human doctors’ responses was 
31.80±18.42% (p>0.05). 

The third phase, meticulously designed to emulate 
the decision-making process of a real healthcare 
worker, witnessed ChatGPT achieving accurate disease 
diagnoses in 23 out of 50 cases, yielding a success 
rate of 46.00%. In situations where ChatGPT provided 
accurate diagnoses, the average percentage of correct 
responses from doctors, who were presented with 
comprehensive patient data and potential diagnoses to 
choose from, was very close to ChatGPT’s performance 
at 45.65±18.51%. Moreover, in cases where the LLM, 
ChatGPT, faced challenges in correctly diagnosing the 
disease, medical professionals attained an average 
accuracy rate of 44.11±18.90%.

Within this phase, it is pertinent to underscore distinct 
subsets of cases that yielded noteworthy observations. 
In 8 cases, ChatGPT demonstrated a high level of di-
agnostic acumen by accurately diagnosing diseases 
without requesting any supplementary information, 
achieving a correct diagnosis in 5 out of these 8 in-
stances. In 12 cases, the initial diagnostic output of the 
LLM was erroneous. Although the diagnosis has been 
changed upon the provision of additional information, 
it remained inaccurate. In 11 cases, ChatGPT’s initial di-
agnoses were incorrect. However, upon the acquisition 
of the requested supplemental information, the diag-
noses were revised to correct ones. Notably, in 18 cases, 
the LLM’s preliminary diagnostic decisions remained 
consistent even after the inclusion of the requested 
supplementary information. Lastly, it’s worth noting 
that in a singular case, an initially accurate diagnosis was 
altered to an incorrect one following the incorporation 
of the requested supplementary information. 

DISCUSSION
Arti�cial intelligence is increasingly penetrating into all 
spheres of human activity and there is no doubt that 
this process will only intensify over time. Until recently, 
access to this technology was the prerogative of a lim-
ited number of people who used it to solve speci�c sci-
enti�c or industrial problems. However, opening access 
to this technology to the general public has become a 
real revolution. In this context, large language models 
deserve special attention, which allow generating texts 
based on queries entered by the user. Trained on a large 
amount of data, it can serve as a good assistant in daily 
activities. However, far from always, the obtained results 
coincide with expectations and correspond to reality. 
This is especially important to consider when trying to 
use this technology in professional activities, especially 
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in the �eld of medicine. Nevertheless, this phenomenon 
should not be completely removed or ignored either. In 
this situation, it is critical to �nd a balance and a certain 
edge, which can only be done empirically. Therefore, it is 
important to conduct researches and evaluate the pos-
sibilities of AI in solving speci�c practical issues. Such an 
attempt was made in this study. To do this, clinical cases 
o�ered by Medscape platform in the Case Challenge 
series were used. These cases often cover scenarios that 
are not commonly encountered by most clinicians but 
nonetheless occur in actual clinical practice. In this way 
it gives medical professionals a unique opportunity to 
test their knowledge, diagnostic and treatment skills in 
a wide variety of medical �elds. The clinical cases are 
well described and contain all the information neces-
sary to answer the questions posed. In the majority of 
cases medical practitioners should diagnose the disease 
based on the given description and choose the correct 
option from the proposed 4 to seven variants. This ap-
proach facilitates the decision-making process for doc-
tors, as they are not required to navigate through the 
entirety of possible conditions. Instead, their diagnostic 
considerations are limited to the prede�ned options, 
signi�cantly simplifying the task of making an accu-
rate diagnosis. Nevertheless, in this relatively simple 
situation the average percentage of correct diagnoses 
made by real doctors in 50 clinical cases chosen for this 
study was lower than the 50% (44.82±18.54%). This un-
derscores the intricate nature of medical diagnosis and 
highlights the challenges that healthcare professionals 
encounter in arriving at correct diagnoses, even when 
provided with a set of diagnostic options. On the other 
hand, in the �rst phase of the current study ChatGPT, 
being in worse condition, compared to doctors as it was 
not provided with the variants of answers to choose 
from, showed almost 50% higher accuracy in making 
diagnosis. This outcome underscores the unique ca-
pabilities of ChatGPT in processing and interpreting 
clinical information, even in scenarios where it lacks 
the structured diagnostic choices available to human 
doctors and highlights the comparative performance 
of ChatGPT and human doctors across the various di-
agnostic scenarios.

In the second phase the LLM was actually in the same 
situation as the doctors, as it was given all the informa-
tion available to doctors in selected 17 clinical cases. 
This resulted in further increasement of its productivity. 
These �ndings underscore the improved performance 
of ChatGPT when aided by a list of potential diagnoses 
and provide valuable insights into its diagnostic capa-
bilities. Furthermore, if to count the overall accuracy 
achieved by LLM in the �rst and second phases together 
it gives an overwhelming 90% of correct diagnoses.

In the third phase, by restricting initial information 
to encompass only patient complaints, medical histo-
ry, and physical examination data, and by providing 
ChatGPT with a prompt to adopt a professional medical 
perspective, we created a controlled clinical context 
for evaluation. It’s worth mentioning that during this 
part of the experiment ChatGPT frequently requested 
additional diagnostic methods that were not originally 
provided in the clinical case descriptions. As mentioned 
earlier, in these instances, ChatGPT was informed that 
the requested results are not available. Conversely, in 
certain cases, ChatGPT did not request any additional 
test results. In this challenging for LLM situation it 
demonstrated the correct diagnosing accuracy nonin-
ferior to doctors’ one despite they were provided not 
only with a full range of information related to cases 
but also variants of answer. The results obtained in 
di�erent case subgroups within this phase shed light 
on ChatGPT’s diagnostic process, illustrating instances 
of inherent accuracy, adaptability, and steadfastness 
across various diagnostic scenarios, especially when 
presented with additional data. Overall these outcomes 
emphasize the pro�ciency of ChatGPT in emulating the 
diagnostic decision-making process of real doctors, 
even when faced with complex diagnostic scenarios.

Nonetheless, the integration of large language mod-
els (LLMs) within the medical �eld brings forth several 
challenges and limitations, necessitating meticulous 
attention. Among these challenges are potential biases 
that LLMs might inherit or magnify from the training 
data. Such biases could yield inequitable outcomes and 
impede scienti�c advancement [4,20]. Moreover, the 
application of LLMs in medicine introduces concerns 
regarding patient privacy and data security. Responsi-
ble usage of LLMs demands robust safeguards to ensure 
patient information remains protected [4]. While LLMs 
exhibit promise in medical contexts, their e�cacy must 
be substantiated through rigorous validation and clin-
ical trials within real-world healthcare settings [21,22]. 
Ethical considerations also surface with the deployment 
of LLMs, spanning issues like algorithmic bias and the 
imperative for transparent decision-making processes. 
Addressing these ethical dimensions is critical to their 
responsible application [4,20]. In addition, the general-
izability of LLMs to novel or unseen data emerges as a 
limitation. Their competence might wane on tasks lying 
outside their training data domain [23]. The utilization 
of LLMs in medicine accompanies a set of challenges 
and constraints that warrant scrupulous examination. 
Acknowledging and mitigating these concerns is 
paramount to ensure the responsible and e�ective 
application of LLMs in healthcare. With appropriate 
attention, LLMs possess the potential to transform 
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medicine by aiding clinical decision-making, thus fos-
tering enhanced patient outcomes and streamlined 
healthcare work�ows. 

CONCLUSIONS
Our �ndings collectively highlight ChatGPT’s high po-
tential and performance as a diagnostic tool in clinical 
medicine and its value in decision-making process. 

While it exhibits impressive diagnostic capabilities, 
particularly in structured scenarios, it also demonstrates 
the importance of supplementary data and the complex 
nature of medical diagnosis. This research contributes 
valuable insights into the evolving landscape of AI-driv-
en diagnostic assistance within clinical contexts. It’s 
worth to note that prompt engineering technics usage 
plays an important role in the interaction between 
ChatGPT and a doctor.
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