
V L A D Y S L A V  K O T S O V S K Y

SYNTHESIS OF MULTITHRESHOLD NEURAL NETWORK 

CLASSIFIER



GOALS OF THE RESEARCH
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• The study of the model of 2-layer neural network whose hidden
layer consists of binary-valued multithreshold neurons.

• The development of the synthesis algorithm for such network
and the investigation of its performance.



MODEL OF LABELED K-THRESHOLD NEURAL UNIT
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ILLUSTRATION OF THE PERFORMANCE OF MULTITHRESHOLD UNIT
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MODEL OF 2-LAYER MULTITHRESHOLD NEURAL NETWORK
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NETWORK SYNTHESIS ALGORITHM
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NETWORK SYNTHESIS ALGORITHM
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ESTIMATION OF THE ALGORITHM PERFORMANCE
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EXPERIMENT RESULTS

9

Classifier
Cross-validation

Test set
Train score Test score

7-Nearest Neighbor 65.45 54.43 56.01

Decision tree 100 57.68 60.92

Random forest 100 65.62 67.87

Multilayer perceptron 91.71 63.11 62.13

Support vector machine 67.55 56.77 58.15

2-layer multithreshold NN1 100 49.02 54.28

2-layer multithreshold NN2 93.02 56.24 60.95

Classifier
Cross-validation

Test set
Train score Test score

7-Nearest Neighbor 92.2 84.31 85.01

Decision tree 100 61.17 63.88

Random forest 100 91.38 92.05

Multilayer perceptron 98.46 85.6 87.97

Support vector machine 88.84 77.14 77.8

2-layer multithreshold NN1 100 57.11 56.29

2-layer multithreshold NN2 98.02 83.92 84.36

Accuracy metric Top-2 metric



EXPERIMENT RESULTS
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CONCLUSIONS
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• The ways of the use of multithreshold paradigm in neural computation were treated in the paper.

• The new modification of the model of binary-valued multithreshold neural unit was proposed,
which allows often to reduce number of thresholds.

• The 2-layer neural network architecture was studied whose hidden layer consists of multithreshold
neurons with different number of thresholds.

• The synthesis algorithm was developed for such multithreshold NN. The multiclass classifier was
designed on the base of such architecture.

• Experiment results of the performance of multithreshold classifier on “Wine Quality” real-world 
dataset were presented. 

• The impact of algorithm hyperparameters on the classifier ability to make a precise prediction, as 
well as and the ways to improve it were discussed. 

• The main conclusion is that there exists a need in the development of localized modifications of the 
multithreshold activation function and additional hyperparameters in synthesis algorithm in order to 
regulate the network performance more precisely.



THANK YOU FOR YOUR ATTENTION


