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Abstract. The modification of the online learning algorithm for multi-valued multithreshold neurons is proposed in the paper. Conditions are stated and proved that ensure the finite successful learning. The influence of the algorithm hyperparameters on the learning process is analyzed on the base of simulation results. The recommendations are formulated concerning the choice of values of these hyperparameters, which may significantly reduce the learning time.
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Multithreshold approach was proposed in the early studies in threshold logic [1]. This approach was used in [2, 3] in the design of binary and multiclass classifiers based on of bithreshold neural network (NN).
The current research is devoted to the study of the one kind of multithreshold neural models—the multi-valued multithreshold neural unit [4]. These units are suitable for multiclass classification, by slicing real vector space using tuple of parallel hyperplanes. The goal of the research is the design of the learning algorithm for such multithreshold units and the investigation what values of algorithm hyperparameters would be used in order to speed-up the training process and improve the capacity of resulting neuron.

Consider a model of multithreshold neuron [4, 5]. It is a computation unit provided with weight vec​tor 
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 and ordered threshold vector 
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. The unit output is denoted by y and is defined in the following way:
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where 
[image: image4.wmf]×
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 denotes the inner products of w and the input vector x.

The pair (w, t) completely defines the multi-valued multithreshold neuron and will be used as the short name for “multi-valued multithreshold neuron with weight vector w and threshold vector t”.
We can use the neural unit describing by above equation as a single output node of NN classifier in the case when the number of classes is greater by 1 than the number of thresholds.

Let A be an arbitrary set of patterns in n-dimensional real space. Every multi-valued k-thre​shold neuron (w, t) induces the ordered partition 
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 of the set А, where the set Ai contains all elements of the set A such that 
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. Note that two addi​ti​onal pseudo-thresholds 
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 were used in the previous equation for con​ve​ni​ence. This partition is called an ordered k-threshold partition of the set A by strongly k-separable sets 
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. Notice that the order matters for such partitions.
Consider the search for a multi-valued k-threshold neuron (w, t) that performs the desired ordered partition 
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 of the finite set A. We can consider the elements of the set A as members of our training set. Consider the online-version of the learning algorithm for a multi-valued k-threshold neural unit. The pseudocode of this al​gorithm is shown be​low:
ShiftedMultithreshold
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4 while 
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5        err 
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6        shuffle B
7        for 
[image: image19.wmf]b

 in B:

8               
[image: image20.wmf]s

¬×

bv


9               if 
[image: image21.wmf]0

s

>

:
10                      continue

11               
[image: image22.wmf]1

jj

¬+


12               
[image: image23.wmf]1

errerr

¬+


13               
[image: image24.wmf](

)

(

)

jds

hs

¬+-

vvb


14       
[image: image25.wmf]1

ii

¬+


15 
[image: image26.wmf](

)

1

,...,

n

vv

¬

w


16 
[image: image27.wmf](

)

1

,...,

nnk

vv

++

¬--

t


17 return 
[image: image28.wmf],

wt


This algorithm uses preprocessing routine NormalizedSet from [5].
Let us consider theoretical foundation of the above algorithm ensuring its convergence and even finiteness of the learning process.

Proposition. If finite sets 
[image: image29.wmf]01

,,...,

k

AAA

 are strongly k-separable,
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where 
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is a train vector used in jth correction, 
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 is the value of sought vector v after previous correction and
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where 
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 are arbitrary positive constants, then there exists 
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 such that after at most r corrections ShiftedMultithreshold yields a multi-va​lu​ed k-threshold, which pro​duces the partition 
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The influence of the algorithm hyperparameters on the behavior of the learning algorithm has been studied during simulation. The suggestions were stated concerning the preferred values of hyper​parameters, which provided better performance during experiments on synthetic datasets: 
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, where 
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, constant learning rate η, where 
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. Despite the fact that quantitative characteristics of the improve​ment from are not absolute and may vary, the content and the size of a dataset as well as other factors, proposed recom​men​dation could be useful for ML projects, which use NNs employing multi-valued multi​threshold neurons.
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